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Wyner–Ziv Coding of Video: An Error-Resilient
Compression Framework

Anshul Sehgal, Ashish Jagmohan, and Narendra Ahuja, Fellow, IEEE

Abstract—This paper addresses the problem of video coding in
a joint source-channel setting. In particular, we propose a video en-
coding algorithm that prevents the indefinite propagation of errors
in predictively encoded video—a problem that has received consid-
erable attention over the last decade. This is accomplished by pe-
riodically transmitting a small amount of additional information,
termed coset information, to the decoder, as opposed to the popular
approach of periodic insertion of intra-coded frames. Perhaps sur-
prisingly, the coset information is capable of correcting for errors,
without the encoder having a precise knowledge of the lost packets
that resulted in the errors. In the context of real-time transmission,
the proposed approach entails a minimal loss in performance over
conventional encoding in the absence of channel losses, while simul-
taneously allowing error recovery in the event of channel losses. We
demonstrate the efficacy of the proposed approach through exper-
imental evaluation. In particular, the performance of the proposed
framework is 3–4 dB superior to the conventional approach of pe-
riodic insertion of intra-coded frames, and 1.5–2 dB away from an
ideal system, with infinite decoding delay, operating at Shannon
capacity.

I. INTRODUCTION

PREDICTIVE encoding is a well-known source coding
technique for efficient low-latency removal of temporal

redundancy in audio and video compression systems. Unfortu-
nately, in the context of transmission over lossy channels, it is
also a fragile compression technique, as the successful decoding
of any symbol is dependent on the successful decoding of all
preceding symbols. The key problem in the communication
of predictively encoded media is that of predictive mismatch.
Predictive mismatch refers to the scenario in which there is
a mismatch between the predictor symbol at the encoder and
the decoder, leading to an erroneous reconstruction of all
subsequent reconstructed symbols at the decoder.

Over the last few decades, numerous approaches have
addressed the problem of predictive mismatch, but with limited
success. In our opinion, this is mainly because predictive coding
has traditionally been viewed as a source coding problem.
The current work represents a radical departure from the
aforementioned view by framing predictive coding as a decoder
side-information problem. We shall show that the proposed
framework affords us the ability to recover from predictive
mismatch, thus avoiding catastrophic decoding failure, in the
event of channel losses. Moreover, framing predictive coding
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in this manner vastly enhances robustness and flexibility
as regards to channel behavior while, perhaps surprisingly,
resulting in minimal loss in source coding efficiency.

Conventional methods for communication of media over
lossy channels consist of approaches that use forward-error
correction (FEC) [2] or automatic repeat-request (ARQ) [3],
or both [4], [5], to protect against channel erasures.1 ARQ is
advantageous because it retransmits only lost packets, and does
not waste any bandwidth. However, ARQ is unsuitable for
real-time scenarios since it requires adequate delay between
encoding and decoding, for (possibly multiple) retransmissions
of lost packets.

FEC, on the other hand, facilitates correction of channel era-
sures by transmitting redundant parity information. It is known
that both the Internet and the wireless channel exhibit burst era-
sure characteristics—due to congestion and fading, respectively.
Thus, ensuring error-free real-time delivery of predictively en-
coded media over these channels requires FEC commensurate
with the worst-case behavior of the channel. While heavily pro-
tecting critical parts of the encoded stream such as control in-
formation and motion vectors (in the case of video) is plau-
sible, heavily protecting the entire stream seems wasteful, es-
pecially if error bursts occur only rarely. On the other hand, if
only the critical information in a stream is heavily protected,
losses in the residual information, while occasional, would still
severely impact the reconstructed quality of the predictively en-
coded media.

In the present work, we propose a joint source-channel coding
framework for video which possesses the benefits of both ARQ
and FEC, without their respective restrictive assumptions. In
particular, the video data is communicated real-time to the de-
coder. Errors introduced in the decoded stream, due to channel
losses, are allowed to propagate, and are corrected at special
video frames, denoted “peg frames,” that occur periodically in
the encoded stream. The peg frames include a small amount of
additional information, termed “coset information,” that is ca-
pable of correcting reconstruction errors arising from predictive
mismatch. In the proposed framework, propagation of errors is
thwarted without wasteful over-protection or increased latency,
thereby combining the benefits of both FEC and ARQ.

A significant contribution of the current work is to eluci-
date the link between predictive encoding and the Wyner–Ziv
side-information paradigm; while both have been known in the
signal processing literature for nearly three decades, this con-
nection has been hitherto unperceived. In recasting the predic-
tive coding problem as a Wyner–Ziv side-information problem,

1The publications cited are a representative, albeit small, subset of those in
the literature.
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we view the predicted symbol as a corrupted version of the pre-
dictor symbol. Thus, the predicted symbol can be decoded using
the predictor symbol by employing suitable Wyner–Ziv codes,
also known as coset codes. As we shall see later, the key ad-
vantage of the proposed framework is that the system can re-
cover from predictive mismatch by efficiently correcting for er-
rors after they occur, thus avoiding catastrophic decoding failure
without incurring wastage of bandwidth.

Another noteworthy contribution of the current work is the
integration of the proposed approach in a practical video coding
standard. As regards practical viability, the most important mile-
stone that the current work achieves is its flexibility in adapting
to channel conditions with minimal loss in source-coding per-
formance. We emphasize here that this paper does not prescribe
a solution to the end-to-end media delivery problem. This, in
general, would be based on the specifics of the application at
hand. Our goal in the current paper is the design of an efficient
channel-aware source-coding algorithm that facilitates recovery
from predictive mismatch.

The paper is organized as follows. Section II frames the
problem of predictive coding as a variant of the Wyner–Ziv
problem. Section III provides a brief description of related
work on avoiding predictive mismatch in predictive coding.
Section IV introduces the proposed approach through a simple
example. Details of the proposed codec design are outlined
in Section V. Section VI reports the results of experimental
evaluations of the rate-distortion performance of the proposed
codec. Conclusions are drawn in Section VII.

II. PROPOSED FRAMEWORK

Consider two successive symbols, and , in the stream
to be encoded predictively, where the subscript denotes the
time index. Let denote the possibly erroneous decoder
reconstruction of . In conventional predictive coding, it
is imperative for the encoder to have knowledge of in
order to encode predictively. However, in the context of
real-time transmission, the encoder might not have knowledge
of , since the encoder is unaware of the error, if any, in
the decoder’s reconstruction. In such a scenario, conventional
predictive coding fails due to the occurrence of predictive mis-
match. This problem can be circumvented by an application of
the Wyner–Ziv theorem. Let us briefly study the Wyner–Ziv the-
orem.

Consider the communication of a continuous random variable
, in the presence of a correlated random variable , available

to the encoder and the decoder (as shown in Fig. 1, with the
switch in the “on” position). Denote the rate-distortion func-
tion for as , where distortion is measured as the mean
squared error. Denote the rate-distortion function for the com-
pression of with the knowledge of as . Informa-
tion Theory shows that

(1)

Thus, the knowledge of the correlated side information
at the encoder and the decoder reduces the required rate from

to bits. Hence, the knowledge of allows

Fig. 1. Block diagram depicting the scenarios where: (a) the side information
is available to the encoder and the decoder—the switch is in the “on” position
and (b) the side information is available to only the decoder—the switch is in
the “off” position.

for better compression of . Practical video coders realize the
gains in (1) by predictively encoding a video frame using the
preceding frame as side information available at both the en-
coder and the decoder.

In [6], Wyner and Ziv considered the communication of
when the knowledge of is restricted to the decoder (Fig. 1 with
the switch in the “off” position). Denoting the rate-distortion
function for this case as , Wyner and Ziv showed that

(2)

and for the special case in which
are jointly Gaussian random variables. The interested reader
is referred to [7] and [8] for a theoretical understanding of the
Wyner–Ziv problem and the properties of coset code construc-
tions that approach the Wyner–Ziv bound. Equation (2) shows
that if there were some practical means to encode without
knowledge of side information , then the performance of such
a system would be superior to that of independently encoding

. Conventional predictive coding does not provide such a
means, since knowledge of at the encoder is required for
correct operation, to serve as a predictor for . Realizing the
gains as promised by the Wyner–Ziv theorem in practical video
encoding applications is one of the main themes of this paper.

Specifically, denote , the possibly erroneous,
decoder side information that is unknown to the encoder, but
known to the decoder. Further, let , the Wyner–Ziv
source variable. From (2), it can readily be seen that the encoder
can compress at a rate , such that

(3)

While compression in this manner is possibly inferior to the
case when the encoder has knowledge of the decoder predictor

, it is superior to compressing independently. Further,
the Wyner–Ziv theorem shows that in the absence of knowledge
of at the encoder, cannot be compressed any further.
The aforementioned reasoning can also be applied to decode

at the decoder using an erroneous decoder reconstruction
as side information—the utility of this interpretation will be

illustrated in Section IV.
While (3) shows that recasting predictive coding as a decoder

side-information problem is beneficial, it does not provide a
construction to achieve these gains in practice. In the sequel,
we will describe the design of a framework which translates the
gains promised by (3) into practice. We will also tackle the mul-
titude of challenges that arise in incorporating the proposed for-
mulation in a practical video encoding system.
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III. AN ILLUSTRATIVE EXAMPLE

Consider the communication of a predictively encoded
source sequence from a server to a receiver over a packet-era-
sure channel. Thus, packets injected into the channel have
a nonzero probability of not reaching the receiver. Packets
that do arrive at the receiver, are decoded without errors. The
stipulation of real-time streaming or multicasting on such a
channel precludes the use of ARQ.

The server wishes to communicate a first-order scalar process
, such that where
to the receiver. In the present example, the process

satisfies the constraint

(4)

where is an arbitrary number. Thus, successive sam-
ples of are correlated. The server puts the symbol

in a packet and injects the packet into the channel at
time instant . Owing to the lossy nature of the server–receiver
link, there is no guarantee that will arrive at the receiver. In the
event the receiver does not receive , it reconstructs ,
where receiver reconstructions are denoted with a prime symbol

. If the receiver successfully acquires , it reconstructs
as , where denotes the receiver’s recon-
struction of . If is reconstructed without
any error. On the other hand, if (due to channel
erasures at time instants ), then , leading
to a distorted reconstruction of at the receiver. It is empha-
sized that while the channel itself is an erasure channel (i.e.,
a packet injected into the channel is received without any er-
rors, or not received at all), the loss of a packet causes an er-
roneous, distorted reconstruction of the source symbol at the
receiver. Moreover, this distortion is propagated over time to the
receiver’s reconstruction of each subsequent symbol ,
even if the receiver receives the subsequent difference symbols

correctly. This phenomenon is referred to as predictive
mismatch. Our aim in the present paper is to ensure that even if
a particular symbol is reconstructed erroneously, the error intro-
duced is not propagated indefinitely.

Before describing the solution in the context of the above ex-
ample, we introduce some terminology. We identify some sym-
bols in the sequence as “peg symbols” and associate an
“epoch” with each peg symbol. In the sequel, for clarity, if
is a peg symbol, we denote it as , i.e., if is a
peg symbol. For example, every tenth symbol could be defined
as a peg symbol, i.e., is a peg symbol, if , and
we rewrite as . The epoch of a peg symbol is defined as
the set of symbols in between the current and the preceding peg
symbol. Our aim is to ensure that errors introduced in the recon-
struction of symbols are propagated no further than the nearest
peg symbol.

In the proposed approach, for a peg symbol , the encoder
not only transmits to the receiver, it also trans-
mits , where is a param-
eter to be determined and is as defined in (4). The coefficient

is referred to as the coset index of . Using a fixed-rate
code, encoding would require bits. As we

shall show, reception of coset index allows the receiver
to correctly reconstruct , as long as the number of erasures in
the epoch of were less than , irrespective of the position of
the erasures.

Consider the case in which the receiver had erasures be-
tween two peg symbols and . We explain the de-
coding procedure for peg symbol with the help of the fol-
lowing lemmas.

Lemma 1: For peg symbols and , such that , if
the following holds:

(5)

Proof: Given in [1].
In the above lemma, the condition implies that there

were no errors in the receiver’s reconstruction of . Next, we
show that if , then successful reception of coset index

allows the receiver to correctly reconstruct .
Lemma 2: Define as

(6)

If the number of erasures . Thus, is decoded
correctly.

Proof: The proof is given in [1]. Here, we give the
intuition behind (6). We make two observations: 1) It is noted
that (6) quantizes to a point , where , where

,
using a nearest neighbor quantizer. Note that

. Thus, from , the receiver knows that
. Thus, and , both belong to . Consequently,

as long as the decoder’s reconstruction is within distance
of , it can decode perfectly by performing the

quantization operation. Also, from Lemma 1, is guaranteed
to be within distance from if . Thus, the
receiver is able to decode perfectly, thereby thwarting the
propagation of error.

Thus, a cogent selection of the coset index parameter
by the server allows the receiver to decode perfectly, and
eliminates the propagation of error due to predictive mis-
match. The above discussion is predicated on two important
assumptions—namely, that the encoder correctly selects the
coset index parameter and that the coset index is correctly
received by the receiver. The latter can be ensured with an
arbitrarily high probability by using high-redundancy FEC
codes to protect the coset index. We shall see in Section V that
the amount of coset information for a typical video stream is
small enough for this to be a viable proposition.

We address the issue of selection of the parameter , by
considering the case of real-time streaming over an erasure
channel which drops packets independently, with probability

. Intuitively, if the epoch duration, denoted as ,
is large enough, with a high probability, we would expect the
channel to drop packets during the epoch, leading to
erasures. Thus, from Lemma 2, if the encoder sets ,
there is a high probability that the decoder would be able to
correctly reconstruct the peg symbol. We formalize this notion
through the following lemma.
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Lemma 3: For an independent packet-erasure channel with
erasure probability , if decoding is performed using coset index

(7)

where is as defined in Lemma 2 and in (7) is given by

(8)

Further, as with probability
1, i.e., . We refer to as the probability of
predictive mismatch.

Proof: Given in [1].
Lemma 3 implies that in the limit of large epoch duration,

transmitting the coset index corresponding to parameter
guarantees that the decoder will be able to thwart the prop-

agation of predictive mismatch with probability one. However,
it is noted that the cumulative distortion of the source symbols
between successive peg symbols scales with N. Thus, setting
large, with , would ensure a low probability of predic-
tive mismatch, but at the expense of large cumulative distortion.
For a fixed , the probability of predictive mismatch decreases
with , while the rate required for transmission of the coset
index, , increases with . In the limiting case, if we
set , the coset index will always be able to correct for
erasures, since there cannot be more than erasures among
transmitted symbols. Thus, an intricate tradeoff exists between
the epoch duration, the probability of predictive mismatch, and
the cumulative distortion of the nonpeg source symbols. A de-
tailed theoretical analysis of this tradeoff is beyond the scope of
this paper. The focus of this paper will, instead, be on the design
of a practical video codec based on this principle.

The communication methodology delineated above follows
from the formulation of predictive coding as a Wyner–Ziv
problem, as described in Section II. The erroneous reconstruc-
tion of the peg-frame serves as side information available
only at the decoder, and is the source symbol to be com-
municated to the decoder. The coset index can be used
by the decoder, in conjunction with the decoder side informa-
tion , to reconstruct the source symbol . An alternative
approach for thwarting the propagation of predictive mismatch
is to transmit an independently encoded symbol instead of

. Equation (3) suggests that the proposed communication
methodology should provide superior performance to that
provided by communicating independently coded symbols.
This can alternately be understood by noting that, if the entropy
of the source symbols is larger than that of the difference
symbols, , communication of independently coded symbols
would lead to a wastage of bandwidth. In the case of video, we
shall demonstrate the verity of this statement in Section V.

To recap, using the above example, we have demonstrated
that the proposed approach can eliminate the propagation of pre-
dictive mismatch, without knowing which symbols were erased
by the channel.

It is noted that other than the naive scheme of independently
encoding the peg samples, there is no scheme in literature that
can recover from predictive mismatch. When FEC is used for

real-time transmission, it aims to preempt predictive mismatch
altogether by protecting each transmitted symbol heavily,
thereby leading to significant loss in coding efficiency. It is
noted that unlike the proposed approach, protecting only the
peg symbols using FEC does not solve the problem. Heavy
FEC protection of the difference symbol , corresponding
to a peg symbol , only ensures that is decodable. This,
however, does not guarantee that will be correctly decoded,
since the predictor symbol (predictor for ) could very
well still be erroneous due to channel losses in the epoch of
the peg symbol . Section V shall further demonstrate the
inadequacy of FEC schemes for practical streaming scenarios
with stringent delivery deadlines.

Lastly, it is noted that the illustrative example assumed that
the process satisfies (4). This, in general, cannot be en-
sured. Nonetheless, as shown in [9], if vector Gauss–Markov
processes are considered, (4) holds in an asymptotic sense. Also,
the “mod”-operation based coset code used in the preceding
example is relatively simple. In the proposed video codec, we
define cosets in binary Hamming spaces. We briefly elucidate
the link between the “mod”-based coset code, and cosets de-
fined on Hamming spaces, by revisiting the decoding opera-
tion defined in Lemma 2. In Lemma 2, we showed that the
knowledge of the coset index constrains the set of re-
construction points of from the set of integers to the set

.
Following this, we observed in (6) that, at the client, determining
the point nearest to in the set leads to successful decoding
of . Analogously, in binary Hamming spaces, we consider a
string of source bits , similar to the peg symbol , that can
take on one of values from the set , and a decoder
side-information string , akin to . We define
coset-bits, analogous to the coset-index , that constrain
the set of reconstruction points of from to a set , such
that determining the point in that is nearest to the decoder’s
side information results in successful decoding. The only
question that remains is the method used to generate the coset
bits using only (recall that the coset index was gener-
ated using only ), and the set corresponding to the gener-
ated coset bits. If we denote the parity2 of the source bits as a
coset bit, knowledge of the coset bit at the client constrains the
value of from to reconstruction points. Similarly,
by appropriately defining parity bits, we can constrain the set
of reconstruction points of from to , thus the param-
eter in Hamming space is equivalent to the parameter in
Lemma 2. Further, if we alter the distance metric in (6) from the
Euclidean distance to the Hamming distance, Lemma 2 carries
over to the case of parity-check codes unaltered. Thus, in the de-
sign of our video codec, we will define cosets on parity-check
codes, in particular the low-density-parity-check (LDPC) code,
and use a soft decoding algorithm on these codes to recover from
predictive mismatch.

IV. DESIGN OF THE PROPOSED CODEC

The encoding approach for video closely mimics the illustra-
tive example from the previous section. The proposed approach

2The parity of a string of bits is defined as the XOR operation between them.
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is most useful in scenarios where ARQ cannot be used due to
stringent delivery deadlines. These scenarios include real-time
streaming of stored media, interactive streaming, multicasting,
streaming of stored video with limited decoder buffering, etc.
We collectively refer to these scenarios as real-time streaming
scenarios. We define “peg frames” and their associated epochs
in an analogous fashion to the corresponding quantities in Sec-
tion III. Drift errors in the decoder (the decoder is analogous to
the receiver in Section III) can be corrected at each peg frame.
We now describe the encoding procedure for the video sequence
in detail.

A. Preliminaries

Non-peg frames are encoded using the H.26L, TML 8 [10]
video encoder. Denote the th frame of the video sequence
as , the th reconstructed frame at the encoder as . As in
conventional H.26L encoding, is used as the predictor
for encoding frame . We denote the quantized displaced
frame difference between and as . The quantized
displaced-frame difference is also referred to as the residual
between frames and in the sequel. For emphasis, if
frame is a peg frame, we denote it as . Errors introduced
in bidirectionally encoded frames are not propagated, hence
for clarity, we consider that the first frame is intra-encoded,
while all subsequent frames are encoded as predic-
tively coded frames. As stated in Section 1, the motion vectors
and the control information for each frame are adequately pro-
tected to ensure that these can be decoded at the receiver. The
proposed approach strives to correct for predictive mismatch
caused by the loss of residual frame data in the reconstructed
video.

While encoding video frames that are not peg frames, the
H.26L encoder remains unaltered. As summarized in Fig. 2,
peg-frame encoding proceeds as follows. Recall that in the il-
lustrative example, for a peg symbol, the encoder communi-
cated two symbols to the receiver: 1) the difference symbol

and 2) the coset index . Akin to this,
for each peg video frame , we communicate packets corre-
sponding to: 1) the quantized displaced frame difference and
2) coset information for . The quantized displaced frame dif-
ference for a peg frame is generated as in conventional H.26L
encoding. We now provide a detailed description of the algo-
rithm for generating coset information.

B. Coset Encoding Algorithm

Our design of the video codec relies on the use of good code
constructions for the Wyner–Ziv paradigm. Recently, numerous
authors have proposed code constructions for the Wyner–Ziv
problem, known as coset codes [11]–[14]. It is noted that among
the coset codes available in the literature, powerful coset codes
based on turbo codes [12], [14] and LDPC codes [13], [14] per-
form superior to the trellis-based constructions of [11]. While
the proposed framework does not inherently require the use of
a specific code construction, the use of good code constructions
results in improved rate-distortion performance. In this regard,
the work of [13] has demonstrated that in the high-rate3 regime,

3The rate of a (n; k) code is defined as k=n. In a high-rate code, k=n � 1

Fig. 2. Block diagram providing an overview of the proposed encoder for a
peg frame. Quantizer q( � ) in the text is denoted as Q( � ) in this diagram.

LDPC codes outperform turbo codes by a large margin. Further,
LDPC codes have certain advantages over turbo codes. They
have a significantly lower frequency with which decoding er-
rors remain undetected. Moreover, they are also robust to per-
turbations in the estimated a priori probability distribution of the
codewords. Owing to these advantages, the proposed solution is
based on LDPC coset codes.

A block diagram of the proposed coset encoding algorithm
is depicted in Fig. 3. The proposed approach for generating the
coset information for peg frame, , requires that the transform-
domain coefficients of take on values from a discrete set, i.e.,
they take on values from the set of the quantizer reconstruction
points.

We observe that, in general, motion compensation and quan-
tization are noncommutable operations. In other words, even if
the transform-domain coefficients of a video frame were
to take on values from a discrete set. After motion compensa-
tion, it cannot be guaranteed that the resultant predictor will still
take values from a discrete set. As a consequence, the recon-
structed video frame , formed by adding the displaced frame
difference to the motion-compensated predictor , will not
take on values from a discrete set. Accordingly, to satisfy the
requirement that the transform-domain coefficients of each re-
constructed peg frame take on values from a discrete set, is
requantized using a quantizer that is known to both the encoder
and the decoder. We denote this requantized peg frame as .
Video frame is obtained by applying the H.26L forward
transform to each 4 4 block of . The resultant transform-
domain coefficients are quantized using the H.26L dead-zone
quantizer. Encoding of the subsequent video frame, pro-
ceeds by using the requantized peg frame as the reference
frame. As can be gleaned from the above discussion, in the ab-
sence of any channel erasures, the only loss in performance of
the proposed approach, over an unmodified H.26L encoder is
due to the requantization of the peg frames. As we shall show
in Section V, this loss is small.

Coset information for peg frame is generated by applying
LDPC coset codes to the transform-domain coefficients of the
requantized peg-frame . We describe the generation of the
coset information for with the help of the following notation.
Application of the 4 4 H.26L forward transform to an image
block results in the generation of 16 transform-domain coef-
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Fig. 3. Block diagram of proposed coset encoder, depicting the generation of coset information for a generic frequency vector. Quantizer q( � ) in the text is
denoted as Q( � ) in this diagram.

Fig. 4. Block diagram of proposed coset decoder, depicting the reconstruction of a generic frequency vector of a peg frame.

ficients. Conceptually, a transformed image can be thought to
consist of 16 vector frequency components, with the th vector,

, containing the th transform-domain coefficient
of each 4 4 block. We denote the th transform-domain vector
frequency component of image as . We denote the length
of as , where is the number of 4 4 blocks in an image.
The corresponding vectors for the requantized frame are
denoted as . As stated earlier, LDPC encoding is performed
on . The encoding and decoding of each frequency vector
is identical and independent of other frequency vectors, hence
we drop the superscript from in the sequel and describe
the encoding and decoding procedure for a generic frequency
vector .

Fig. 3 shows a block diagram of the LDPC encoder. Each
symbol of vector is converted into its L-bit binary representa-
tion. Vector denotes the vector containing the th bit plane
of , where denotes the number of bit-planes.
Each bit-plane vector is encoded using a systematic
LDPC encoder. The parity bits generated by the LDPC en-
coder constitute the coset information for , [13]. A coset
vector for is generated by concatenating the parity bits for
each bit-plane vector of .

Recall that the above operations are performed for each
. A coset packet is generated by concatenating

the coset vectors of each frequency vector of
video frame . Appropriate control information to extract
the parity bits for each frequency-bit-plane vector is also
included in each packet.

In our implementation, we use the algorithm in [15] to gen-
erate the parity-check matrix , and the generator matrix of
the LDPC code. Then, the parity bits of the product

constitute the coset information for the bitplane vector .
The size of the LDPC code ( ) decides the amount of coset infor-
mation generated and is related to the efficacy of the transmitted
coset information in correcting for previous channel erasures.
Thus, the code-size provides a tradeoff akin to that provided by
the coset parameter in Section III. In the proposed framework,
the frequency vectors are multiply encoded using varying values
of to generate multiple coset packets. During the streaming
session, depending on the estimated channel characteristics, ap-
propriate coset packets (i.e., packets corresponding to appro-
priate values of ) are selected for transmission to the decoder.
In case encoding is performed during the streaming session, an
appropriate value of can be used instead of generating mul-
tiple coset packets.

C. Coset Decoding Algorithm

In this section, we describe the decoding algorithm for peg
frames, both in the absence and in the presence of erasures.
Fig. 4 gives a schematic representation of the coset decoding
algorithm. All nonpeg frames are reconstructed using a conven-
tional H.26L decoder.

In the absence of erasures, the decoder reconstructs peg frame
by adding the displaced-frame difference , to . Recall

that the encoder encodes the subsequent video frame using
the requantized peg frame . Thus, the decoder requantizes
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Fig. 5. Temporal PSNR plot comparing the performance of the proposed
approach in the presence, and the absence of errors. An error burst with
p = 0:2 was introduced between video frames 7 and 22 in this simulation.

to yield . The video frame is then used as the
reference frame for decoding . In the absence of erasures,
the decoder and the encoder use the same predictors, and there
is no propagation of error.

Next, we describe the decoding procedure in the presence of
erasures. As in the erasure-free case, an initial estimate of the
peg frame, denoted , is generated by adding the received dis-
placed frame difference , to the motion-compensated decoder
reconstruction of the previous frame . In the presence of
erasures, is liable to be erroneous and parts of are li-
able to be erased, in which case the reconstruction will, in
general, not be equal to the encoder’s reconstruction, .

Note that in order to avoid predictive mismatch in the event of
erasures, the receiver does not need to reconstruct ; instead,
reconstruction of would suffice, since the encoder would
have used as the predictor for the subsequent video frame.
The receiver reconstructs by using the received coset in-
formation to correct its erroneous estimate . Thus, the esti-
mate serves as side information (in the context of Wyner–Ziv
coding), which can be used in conjunction with coset informa-
tion to reconstruct the source information . The erroneous es-
timate is corrected by performing LDPC decoding using the
received coset information, which consists of LDPC parity bits.

Decoding of a generic frequency vector proceeds by using
the decoder reconstruction as side information (extracted
from ) and the parity bits as the coset information. The de-
coder extracts the parity bits from the coset packet for each bit-
plane of each frequency vector and performs side-in-
formation decoding as depicted in Fig. 4. The bit planes of
are sequentially decoded. The sequential decoding structure of
LDPC decoders is required since successful decoding of bit-
plane yields information about the symbol to be reconstructed,
which can be used as additional side information for decoding
the subsequent bitplanes through .

In this manner, the decoder can eliminate predictive mismatch,
provided it receives the coset information. Thus, it is imperative
that coset information is adequately protected prior to transmis-

sion. In Section V, we shall show that the coset information con-
stitutes but a small fraction of the bit rate of the H.26L encoded
stream. Thus, it is viable to protect it heavily. The crucial obser-
vation is that this coset information suffices irrespective of the
position of the erasures in the epoch of a peg frame. In the absence
of knowledge of the position of the erasures, the standard FEC
solution would require heavy protection of the entire H.26L en-
coded stream and is thus unviable.

V. RESULTS

We investigate the overall performance of the proposed ap-
proach in this section. Efficient elimination of predictive mis-
match in a practical application entails the usage of numerous
other system components, such as using FEC codes and/or using
a rate-distortion optimized transmission policy, etc., in conjunc-
tion with the proposed approach. Therefore, the efficacy of the
proposed solution in a practical application would be influenced
by numerous other factors as well. In light of this, we report
results on the performance of a baseline system based on the
proposed framework, so as not to shadow the results by other
decisions made in the streaming system.

Simulation results are provided for one hundred frames of the
Foreman sequence encoded at 30 Hz, transmitted over a packet
erasure channel. We present simulation results for an i.i.d era-
sure channel which facilitate the comparison of the proposed
approach with readily computable Information Theoretic ca-
pacity bounds. Thus, in our simulation studies, we consider the
transmission of the encoded video over an i.i.d packet erasure
channel, with packet-drop probability .

Prior to presenting the simulation results, we give a brief de-
scription of the parameters of the proposed system, henceforth
referred to as System 1.

A. System 1: Error-Recovery Using Coset Codes

In this system, the error-recovery mechanism outlined in the
previous sections is used to eliminate predictive mismatch. The
video sequences were encoded in the IPPP format, with peg
frames defined at regular intervals. The quantization reconstruc-
tion routine in the H.26L encoder was altered to reconstruct each
point precisely (as opposed to the linear approximation made in
the original H.26L code), which lead to an improvement in per-
formance of approximately 0.1 dB. Loop filtering was applied
to the video frame just prior to displaying it, but the predictor
frame was not loop filtered. This led to a minor improvement in
the rate-distortion performance as well (less than 0.1 dB). Each
frame of the video sequence was split into eight slices—each
slice constituted one packet. Thus, one video frame generated
eight packets, in all.

LDPC codes, as proposed in [15], were used in the proposed
system. The parity check matrix of each code was generated
using a pseudorandom seed. Following this, the algorithm pro-
posed in [15] eliminates all cycles of length four in the bi-
partite graph of the code. Sixty-four such LDPC codes with
varying redundancy were used in the simulations. The code-
books were made available to the encoder and the decoder prior
to streaming. FEC was used to ensure that the coset informa-
tion associated with each peg frame arrives at the decoder with a



256 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 6, NO. 2, APRIL 2004

Fig. 6. (a) Distortion-rate comparison of proposed system with capacity bound (System 2) and the intra-frame approach (System 4). (b) Distortion-rate comparison
of the proposed approach with the capacity bound (System 2), and the intra-frame approach (System 4) for the Cheers sequence.

very high probability. In our simulations, we use Reed–Solomon
based protection of the coset information. The parameters of the
code were chosen to ensure that the probability that the coset
information does not arrive at the decoder (due to channel era-
sures) was upper bounded by .

Our first set of simulations demonstrates that the proposed
approach is indeed capable of recovering from predictive mis-
match.

Recovery From Predictive Mismatch: In this experiment, we
transmit the video data over an erasure channel, with an error
burst between frames 7 and 22, with an independent packet loss
probability of during the burst. Fig. 5 plots the tem-
poral variation in peak signal-to-noise ratio (PSNR) for this sim-
ulation. As can be seen, the proposed system completely recov-
ered from the error burst at (peg) frame 25. We also plot the vari-
ation in PSNR with frame index for the same encoded stream
when coset information is not used for correcting for drift er-
rors. As can be seen from Fig. 5, when the coset information is
not transmitted, the system is unable to recover from predictive
mismatch. We also note that in conventional predictive coding,
though the PSNR of the decoded frames improves over time
after an error burst, annoying visual artifacts persist in the de-
coded stream long afterwards. In the proposed approach, how-
ever, once the decoder has recovered from the error burst, the
visual quality of the video is not degraded in any way.

In the next set of simulations, we compare the performance
of the proposed approach (System 1) with that of the following
three systems.

B. System 2: An “Ideal” Rate-Distortion Optimized System
Working at Capacity

This hypothetical system provides an upper bound on the per-
formance of any streaming system. The performance of such a
system is computed using the rate-distortion characteristics of
the stream and the characteristics of the channel. Denoting the
packet-drop probability of the independent packet-drop channel
as , the capacity of this channel is given by .

Thus, to successfully transmit 1 byte on the channel, the server
has to typically transmit bytes. Denoting one point on the
rate-distortion curve of the source as , the perfor-
mance of this ideal system for the same distortion is given by

. However, operating at requires
that there be infinite time before the delivery deadline of each
data unit. Since we are considering only “one-shot” transmis-
sion scenarios, the performance of the proposed approach is ex-
pected to be worse than that of this ideal system. However, com-
paring results with such a bound benchmarks the proposed ap-
proach, facilitating future comparisons.

C. System 3: Error Recovery Using Intra-Coded Frames

This system mitigates the propagation of error by using intra-
coded frames instead of peg frames. In order to make a fair com-
parison between System 1 and this system, intra-coded frames
were placed at the same positions as the peg frames in the en-
coded stream. Further, as in System 1, Reed–Solomon based
FEC was used to protect the intra-coded frames as well. An ad-
equate amount of protection was used to ensure that the proba-
bility that an intra-coded frame is not decodable at the decoder
was (as was done in System 1).

Next, we perform a comparative study of the performance of
the three systems described above.

PSNR Versus Rate Performance Comparison (for
Fixed): Our first experiment simulates the communication of
the compressed stream and the coset packets across an erasure
prone channel (it is noted that coset packets are liable to be
dropped as well). Fig. 6(a) plots the PSNR versus rate graphs
for and . Also plotted in the figure are the
capacity bounds of System 2 for and . As
can be discerned from Fig. 6(a), the proposed system comes
within 1–2.5 dB of the capacity bound, depending on the rate,
while allowing real-time transmission. Fig. 6(a) also compares
the performance of the proposed system with System 3. As can
be seen from the graph, the proposed system performs 3.5–4
dB better than System 3.
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Fig. 7. PSNR versus P for proposed approach with other systems, with rate
fixed at 370 kbits/s.

PSNR Versus Rate Performance for the “Cheers’” Sequence
(for Fixed): Fig. 6(b) plots simulation results of the com-
plete operational system for the high-innovation “Cheers” se-
quence (analogous to Fig. 6(a) for the “Foreman” sequence).
As can be seen from the graph, the disparity between the pro-
posed approach and the capacity bound is larger for a high mo-
tion sequence such as Cheers. As compared to the results with
Foreman, its performance is closer to the performance of System
3—this is only to be expected, since the amount of innovation
has less of an impact on the gap between System 2 and System
3 as compared to the performance of the proposed approach.
From the figure, it is noted that the proposed approach is 2–4
dB better than System 3. Among the test sequences on which
the simulations were run, the performance was the worst for the
Cheers sequence.

PSNR Versus Performance Comparison (for Rate
Fixed): Fig. 7 plots the variation in PSNR as a function of the
channel erasure probability for the same experiment as above
(for the Foreman sequence). Also plotted is the capacity bound of
System 2. As can be discerned from the figure, the performance
of the proposed system deteriorates with an increase in the
probability of channel failure . This is because, for large , a
large number of packets are dropped, as a consequence, even for
an epoch as small as five frames, the cumulative distortion of the
nonpeg video frames results in a large average distortion of the
transmitted video. Also plotted in the figure is the corresponding
plot for the intra-peg frame approach (System 3).

In summary, the experiments demonstrate that the proposed
approach is able to recover from errors in the event of channel
failure, thus eliminating the propagation of error without overly
sacrificing the performance of the system in the absence of
channel failures.

VI. RELATED PRIOR WORK

There exists a substantial amount of work in the literature on
mitigating the effect of predictive mismatch [16]–[22]. How-
ever, none share the paradigm proposed in this work. The work
of [21] and [22] addresses the problem of predictive mismatch
in the context of multiple description coding of video under a

highly restrictive set of assumptions on the channel behavior.
The work of [20] and [19] proposes an adaptive intra-refresh
strategy, whereby a carefully selected subset of macro-blocks
are intra-coded to avoid the indefinite propagation of errors in
a video stream. There also exist error-concealment techniques
[23], [24] that lessen the impact of predictive mismatch by ex-
ploiting models of natural images. The performance of these
techniques is limited by the assumptions made by their respec-
tive models. Layered coding techniques circumvent the problem
of mismatch [16] by assuming that the network provides a guar-
anteed low-bandwidth link on which a coarse representation of
each video frame of the predictively encoded stream is trans-
mitted, while refinement of the coarse representation is trans-
mitted on a variable delay, possibly lossy link between the en-
coder and the decoder. Predictive mismatch is expressly avoided
by using only the coarse representation of a video frame as the
predictor; this leads to compression inefficiency. Moreover, the
current day public Internet does not provide a guaranteed band-
width link, required for the coarse representation.

In contrast to the aforementioned algorithms, the current
work is based on the fact that even a degraded erroneous
predictor has information in common with the image to be
predicted.

VII. CONCLUSION

In our opinion, the most important contribution of this work
is the elucidation of the link between Wyner–Ziv side-informa-
tion coding and predictive encoding of video. Another impor-
tant contribution of the current work is the design of a video
encoder that espouses the concepts outlined in Section III. Fur-
ther, the simulation results demonstrate that a carefully designed
video codec is capable of performing competitively with the
state-of-the-art solutions.

This paper introduces the concepts behind Wyner–Ziv coding
of video through the example of robust video coding in the con-
text of transmission over erasure prone channels. The concepts
outlined in this paper, however, are not limited to this applica-
tion. Indeed, other important video coding applications such as
multiple description coding and scalable coding of predictively
encoded video can also be formulated as decoder side-infor-
mation problems, and thus can benefit from the principles pre-
sented here.

It has recently been brought to our attention that [25] has also
proposed a video codec based on the principles delineated in
[26]. In contrast to the algorithm presented in this paper, the
primary goal of their work is the design of a low-complexity
encoder.

Finally, some of our other work exploring the relationship
between predictive coding and the decoder side-information
problem can be found in [1], [9], [26]–[30].
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