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ABSTRACT

We present a probabilistic method to detect human faces using a mixture of factor analyzers. One characteristic of this mixture model is that it concurrently performs clustering and, within each cluster, local dimensionality reduction. A wide range of face images including ones in different poses, with different expressions and under different lighting conditions are used as the training set to capture the variations of human faces. In order to fit the mixture model to the sample face images, the parameters are estimated using an EM algorithm. Experimental results show that faces in different poses, with different facial expressions, and under different lighting conditions are accurately detected by our method.

1. INTRODUCTION

Images of human faces are central to intelligent human computer interaction. Much research is being done involving face images, including face recognition, face tracking, pose estimation, expression recognition and gesture recognition. However, most existing methods on these topics assume human faces in an image or an image sequence have been identified and localized. To build a fully automated system that extracts information from images of human faces, it is essential to develop robust and efficient algorithms to detect human faces.

Given a single image or a sequence of images, the goal of face detection is to identify and locate all of the human faces regardless of their positions, scales, orientations, poses and lighting conditions. This is a challenging problem because human faces are highly non-rigid objects with a high degree of variability in size, shape, color and texture. Most recent methods for face detection can only detect upright, frontal faces under certain lighting conditions. In this paper, we present a method that uses a mixtures of factor analyzers to detect faces with different features and expressions, in different poses, and under different lighting conditions.

Since the images of a human face lie in a complex subset of the image space that is unlikely to be modeled by a single linear subspace, we use a mixture of linear subspaces to model the distribution of face and nonface patterns. Factor analysis (FA), a statistical method for modeling the covariance structure of high dimensional data using a small number of latent variables, has some analogues with principal component analysis (PCA). However PCA, unlike FA, does not define a proper density model for the data since the cost of coding a data point is equal anywhere along the principal component subspace (i.e. the density is unnormalized along these directions). Further, PCA is not robust to independent noise in the features of the data since the principal components maximizes the variances of the input data, thereby retaining unwanted variations. Hinton et al. have applied FA to digit recognition and they compare the performance of PCA and FA models [9]. A mixture model of factor analyzers has recently been extended [6] and applied to face recognition [5]. Both studies show that FA performs better than PCA in digit and face recognition. Since pose, orientation, expression, and lighting affect the appearance of a human face, the distribution of faces in the image space can be better represented by a mixture of subspaces where each subspace captures certain characteristics of certain face appearances. We present a probabilistic method that uses a mixture of factor analyzers (MFA) to detect faces with wide variations. The parameters in the mixture model are estimated using an EM algorithm.

To capture the variations in face patterns, we use a set of 1,681 face images from Olivetti [17], UMIST [7], Harvard [8], Yale [2] and FERET [13] databases. Our method has been tested using the databases in [16] [19] to compare their performances with other methods. Our experimental results on the data sets used in [16] [19] (which consist of 145 images with 619 faces) show...
that the proposed method performs as well as the reported methods in the literature, yet with fewer false detects. To further test our method, we collect a set of 80 images containing 252 faces. This data set is rather challenging since it contains profile faces, faces with expressions and faces with heavy shadows. Our method is able to detect most of these faces regardless of their poses, facial expressions and lighting conditions. Furthermore, our face detector has fewer false detects than other methods.

2. RELATED WORK

Numerous intensity-based methods have been proposed recently to detect human faces in a single image or a sequence of images. In this section, we give a brief review of intensity-based face detection methods. See [20] for a comprehensive survey on face detection. Sung and Poggio [19] report an example-based learning approach for locating vertical frontal views of human faces. They use a number of Gaussian clusters to model the distributions of face and nonface patterns. For computational efficiency, a subspace spanned by each cluster's eigenvectors is then used to compute the evidence of sured in the subspaces, whether a face exists in each other methods.

interdependent or independent. From another point of view, factor analysis gives a description of the interdependence of a set of variables in terms of the factors without regard to the observed variability. In this model, a d-dimensional real-valued observable data vector \(x\) is modeled using a p-dimensional vector of real-valued factors \(z\) where \(p\) is generally much smaller than \(d\). The generative model is given by:

\[
x = \Lambda z + u
\]

where \(\Lambda\) is known as the factor loading matrix. The factors \(z\) are assumed to be \(N(0, I)\) distributed (zero-mean independent normals with unit variance). The d-dimensional random variable \(u\) is distributed \(N(0, \Psi)\) where \(\Psi\) is a diagonal matrix, due to the assumption that the observed variables are independent given the factors. According to this model, \(x\) is therefore distributed with zero mean and covariance \(\Sigma = \Lambda \Lambda^T + \Psi\). The goal of factor analysis is to find the \(\Lambda\) and \(\Psi\) that best model the covariance structure of \(x\). The factor variables \(z\) model correlations between the elements of \(x\), while the \(u\) variables account for independent noise in each element \(x\). The \(p\) factors play the same role as the principal components in PCA, i.e. they are informative projections of the data. Given \(\Lambda\) and \(\Psi\), the
expected value of the factors can be computed through the linear projections:
\[
E[x|x] = \beta x
\]
(2)
\[
E[zz^T|x] = I - \beta \Lambda + \beta xx^T \beta^T
\]
(3)
where \( \beta = \Lambda^T \Sigma^{-1} \).

3.2. Mixture Model

In this section, we consider a mixture of \( m \) factor analyzers (indexed by \( j, j = 1, \ldots, m \)) where each factor analyzer has the same number of \( p \) factors and each factor analyzer has a different mean \( \mu_j \). The generative model obeys the mixture distribution:
\[
P(x) = \sum_{j=1}^{m} \int P(x|z,j)P(z)P(j)dz
\]
(4)
where
\[
P(z|j) = P(z) = N(0,I)
\]
(5)
\[
P(x|z,j) = N(\mu_j + \Lambda_j z, \Psi)
\]
(6)
The parameters of this mixture model are \( \{(\mu_j, \Lambda_j)_{j=1}^{m}, \pi, \Psi \} \) where \( \pi \) is the vector of adaptable mixing proportions, \( \pi_j = P(j) \). The latent variables in this model are the factors \( z \) and the mixture indicator variable \( j \), where \( j = 1 \) when the data point is generated by the first factor analyzer.

Given a set of training images, the EM algorithm [4] is used to estimate \( \{(\mu_j, \Lambda_j)_{j=1}^{m}, \pi, \Psi \} \). For the E-step of the EM algorithm, we need to compute expectations of all the interactions of the hidden variables that appear in the log likelihood:
\[
E[j|x(t)] = E[j|x(t)]E[z|x(t), j] \]
(7)
\[
E[zz^T|x(t)] = E[j|x(t)]E[zz^T|z, j(t)]
\]
(8)
Defining
\[
h_{ij} = E[j|x(t)] \propto P(x(t), j) = \pi_i N(x(t) - \mu_j, \Lambda_j \Lambda_j^T + \Psi)
\]
and using equations (2) and (6), we obtain
\[
E[j|x(t)] = h_{ij} \beta_j (x(t) - \mu_j)
\]
(9)
where \( \beta_j = \Lambda_j^T (\Lambda_j \Lambda_j^T)^{-1} \). Similarly, using equations (3) and (8), we obtain
\[
E[zz^T|x(t)] = h_{ij} (I - \beta_j \Lambda_j + \beta_j (x(t) - \mu_j) (x(t) - \mu_j)^T \beta_j^T)
\]
(10)
The EM algorithm for mixture of factor analyzers can be stated as follows:

- **E-step:** Compute \( E[j|x(t)] \), \( E[z|x(t), j] \) and \( E[zz^T|x(t), j] \) for all data points \( i \) and mixture components \( j \).
- **M-step:** Solve a set of linear equations for \( \pi_j, \Lambda_j, \mu_j \) and \( \Psi \).

The mixture of factor analyzers is essentially a reduced dimensionality mixture of Gaussians. Each factor analyzer fits a Gaussian to a portion of the data, weighted by the posterior probabilities, \( h_{ij} \). Since the covariance matrix for each Gaussian is specified through the lower dimensional factor loading matrices, the model has \( mpd + d \), rather than \( m(d+1)/2 \) parameters dedicated to modeling covariance structure in high dimensions.

3.3. Detecting Face Patterns

To detect faces, each input image is scanned with a rectangular window in which the probability of there being a face pattern is estimated as given in equation (4). A face is detected if the probability is above a predefined threshold. In order to detect faces of different scales, each input image is repeatedly subsampled by a factor of 1.2 and scanned through for 10 iterations.

4. EXPERIMENTAL RESULTS

We use a set of 1,411 faces images from Olivetti [17], UMIST [7], Harvard [8], Yale [2] and FERET [13] data sets. to capture the variations in face patterns. Each image is manually cropped and normalized such that all the images are aligned and the size of each image is \( 20 \times 20 \). We fit a mixture model of factor analyzers to these face samples using the EM algorithm described in Section 3.2 and obtain a distribution of face images as equation (4). To detect faces, each input image is scanned with a rectangular window in which the probability of their being face pattern is calculated. A face is detected if the probability of being face pattern is above a predefined threshold. In order to detect faces of different scales, each input image is subsampled by a factor of 1.2 and scanned through for 10 iterations. We test the resulting mixture model on both the training face images and test sets of images used by Sung [19] and Rowley [16]. Figure 1 shows the results of some test images (See http://vision.ai.uiuc.edu/~mhyang/mfa.html for more results). Note that most profile faces and faces with shadows are detected by our method.

It is difficult to evaluate the performance of different methods even though they use the same benchmark data sets because different criteria (e.g. training time,
number of training examples involved, execution time, number of scanned windows in detection) can be applied to favor one over another. Also, one can tune the parameters of one's method to increase the detect rates while increasing also the number of false detects. The methods using neural networks [16], and naive Bayes [18] report several experimental results based on different sets of parameters. Table 1 summarizes the best detect rates and corresponding false detects of these methods in two test sets. Experimental results on test set 1, which consists of 130 images (483 faces) excluding 5 images of hand drawn faces, show that our method has detection performance comparable to [16] and [18]. Test set 2 consists of 20 images (136 faces) with different poses, expressions and faces with shadows. Our method performs equally well in detecting these faces. It is not clear how other methods perform in detecting profile faces, face with expressions, and faces with shadows.

5. CONCLUSION

We have described a probabilistic method to detect human faces regardless of their poses, facial expressions and effects of lighting conditions. Our method fits a mixture of factor analyzers to estimate the density function of face images. Experimental results show that our method has performance comparable to some of the best algorithms currently available in detecting upright frontal faces and can detect faces in different poses and facial expressions regardless of lighting conditions. The contributions of this paper are summarized as follows. First, we introduce a projection method that performs better than PCA. Consequently, the classification in the linear subspace is better. Second, we apply a mixture model such that the linear subspaces can better capture the variations of face patterns. Although some methods [10] [19] have applied mixture models, they use PCA for projection which is not optimal for classification in subspaces. On the other hand, it is not clear how SVM performs in face detection since the study in [11] has applied SVM on a rather small test set with 136 faces. It will be of great interest to compare our method with SVM on a large test set since SVM aims to find the optimal hyperplane that minimizes the generalization error under the theoretical upper bounds.
Table 1: Experimental results on face detection

<table>
<thead>
<tr>
<th></th>
<th>Proposed Method</th>
<th>Rowley [16]</th>
<th>Schneiderman [18]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test set 1 (125 images, 483 faces) [16]</td>
<td>Detection Rate</td>
<td>False Alarms</td>
<td>Detection Rate</td>
</tr>
<tr>
<td></td>
<td>92.3%</td>
<td>82</td>
<td>92.5%</td>
</tr>
<tr>
<td>Test set 2 (20 images, 136 faces) [19]</td>
<td>89.4%</td>
<td>3</td>
<td>76.8%</td>
</tr>
</tbody>
</table>
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