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Abstract. We present a new framework for hierarchical segmentation of 
multidimensional multivariate functions into homogeneous regions. Ho- 
mogeneity is defined as constancy of n-th order derivatives (caNed fea- 
tures) of the function. The degree of similarity (measure of homogeneity) 
is used as a scale parameter to obtain a stack of segmentations. Hierar- 
chical segmentation is represented as a tree which contains the geometric 
and topological information about the detected regions. Detected regions 
preserving their information in the tree over large range of scales are se- 
lected into a pyramid representation. Results showing noise robustness 
and computational efficiency of the proposed method are presented. Ex- 
periments to compare the method with three other segmentation tech- 
niques and appfications to two- and three-dimensional images having 
one-, three- and six-variate data are described for the zeroth and first 
order region features. 

1 I n t r o d u c t i o n  

This paper  is aimed at the fundamental  problem of image segmentation. The 
method described next extracts the hierarchical structure present in an image. 
The image is viewed as a mult ivariate multidimensional function. The goal of 
segmenting multivariate multidimensionM functions is to part i t ion a regular n~- 
dimensional grid of sample points in the domain of a nf-var ia te  function into 
nonoverlapping connected sets of sample points forming homogeneous regions. 
Homogeneity is defined as constancy of n-th order derivatives (called features) 
of the function [3, 5]. When the goal is to extract information at all levels of 
detail present in the image, multiscale approaches are required [4, 2, 1]. This 
segmentat ion problem has not been solved in general due to the following reasons: 
(1) The definition of features (e.g., the order of derivatives) is a priori unknown. 
(2) The requirements on computat ional  resources are severe. (3) The amount  
and type of noise in the input da ta  is unknown. These difficulties become more 
severe as the dimensionality of the data  increases. 

In this paper, the degree of similarity (measure of homogeneity) of two n-th 
order features is modeled by the mutual  Euclidean distance of their n-th order 
differences. It  is denoted throughout the paper as homogeneity 3, which limits 
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the maximum difference between any pair of features within a region. The order 
n of features depends on the application area. The segmentation method pre- 
sented in this paper uses a varying homogeneity parameter which gives rise to 
a number of regions. The noise robustness and computational efficiency of the 
detected regions are characterized.. A tree representation of the segmentation 
is extracted from these regions that  retains the subset of regions correspond- 
ing to all scales present in the data. Experiments are reported with medical 
data, botanical data, satellite data, range data and gray level and color video 
sequences, having dimensionalities n~ = 1, 2, 3 (multidimensional sample space) 
and nf  = 1, 2, 3, 6 (multivariate function space), and using zeroth and first order 
region features. 

2 Segmentation Using Homogeneity Analysis 

Given the feature model, the proposed method consists of three major steps: (1) 
An image is segmented into regions having the same degree of feature homo- 
geneity. (2) The degree of homogeneity is used as a scale parameter to obtain a 
nmnber of ns-dimensional (nsD) regions. The detected regions split (merge) as 
the homogeneity parameter is made more (less) stringent and lead to a hierar- 
chical region structure. (3) nsD regions from the hierarchical organization are 
selected to obtain a tree representation of segmentations. 

Mathematical framework: An n , D  image is modeled as a multidimensional 
multivariate function xi ~ f (x i ) ,  where xl = (xl, x2, ..., x ~ )  is a sample point 
and f(x~) = (fo(x~), f l (x~), . . . , f~s(xi))  is the function value denoted as nf-  
dimensional (n fD)  attribute at location x~. An n-th order feature f'~(x~) at 
a sample point xi is the n-th order derivative of f (estimated by the differ- 

ence), e.g., f~  = f (x i ) ,  f l ( x i )  = (a](x~) of(x~) ~ Image segmenta- L Ox~ ' Ox2 ' " "  8 x ~  
tion has the goM of partitioning a regular ns-dimensional grid of sample points 
xi into nonoverlapping connected sets denoted as regions Sj = {xi}, where 
j is the index of the region, nsD regions are defined by homogeneity (simi- 
larity) of features within the region, and contrast (dissimilarity) with the sur- 
round. The homogeneity 5 of one region S~ is defined as the maximum dis- 
tance between a pair of features at the sample points within the region S~; 

max{i I f~ (x l  E S~) - f~(xk  G S~) ][} = 5. The contrast a of two neighboring 
regions S~ and S~ is defined as the minimum distance between a pair of features 
located across the region boundary; c~ = min{ I1 ff~(xi C S ~ ) - f ~ ( x ~  C S~) II ). 

Segmentation method: (1) Create regions S~  = {xk} at each sample point xi 
such that II - f ~ ( ~ ) 1 1 -  < 5. (2) Compare the pair of regions S ~ ,  S~  for 
every two adjacent sample points xi, xz. (3) Define final regions or boundaries 
based on the comparisons. 

Noise robustness: Region descriptors (sample means) of S ~ ,  S~  are used in 
the comparison in Step 2 to achieve noise robustness. The descriptor of S~  is 

= _ ~M=~ $2~5 The comparison in Step calculated as D(S2e~ fi~i 1 fn (xk  C . , j .  
\ g l  ,* M x  i 

2 and assignment of samples to different regions in Step 3 are performed based 
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on the following inequality: If II D(S~) 2~ - D(S~, ) II<_ 5 then xi and xt belong 
to the same final region else xi and xl are boundary points. This grouping rule 
is an outcome of similarity analysis. The similarity analysis relates the values 
of region homogeneity and contrast statistically. Two cases are considered: o~ > 
5 and o~ _< 5. The probability of obtaining correct segmentations is obtained 
analytically and numerically. If c~ > 5 then Pr(error) = 0. If c~ _< 5 then 
Pr(error) = 1 - Pr(I I fix~es] - # j  II < _ 5, where hj is the sample mean of features 

from an unknown region S]. 
Computational efficiency: The dimensionality of computations is reduced us- 

ing a separability property. Efficient segmentation method using the separability 
property is performed in three steps: (a) divide n~D grid of sample points into 
several lower-dimensional grids, which leads to lower-dimensional images. (b) 
compute segmentations of lower-dimensional images and (c) assemble computed 
lower dimensional regions or boundaries into nsD regions or boundaries of re- 
gions. The use of the separability property reduces computational complexity 
but decreases noise robustness. Accuracy analysis of the method using descrip- 
tors and separability shows that if c~ > 5 then Pr(error) = 0, but if a < 5 then 
Pr(error) is larger than for the method using only descriptors. 

Multiseale segmentation: Image segmentations are obtained for different val- 
ues of a homogeneity parameter 5. A hierarchy of regions is created such that  
every region SJ obtained at scale 5 cannot split at 5 + A5 into smaller subre- 
gions (bottom-up constraint) and cannot merge at 5 - A 5  with other n~D regions 
(top-down constraint). The hierarchy is guaranteed by modifying feature values 
within created regions SJ at each scale 5 to the sample means of created regions. 
Three types of tree representations are defined from the set of regions composing 
the hierarchical organization. 

3 P e r f o r m a n c e  E v a l u a t i o n  

Segmentation quality is judged based on three main criteria: (a) accuracy, (b) 
time and memory requirements and (c) comparisons with other segmentation 
methods. The tradeoff between segmentation accuracy and computational re- 
quirements is as follows: the proposed segmentation using descriptors is 3 times 
more noise robust than the proposed segmentation using descriptors and separa- 
bility but 77 times slower and 7 times more memory intensive. The experiments 
were conducted for the zeroth and first order region features (n = 0, 1) with the 
worst case of boundary error equal to 7.1%. The average segmentation time for 
the faster method was 0.4s/set if n = 0 and 1.54s/seg if n = 1 for 100xl00 
image (us = 2, nf = 1) on Sparc 20 workstation. Three other segmentation 
methods were compared based on the number of misclassified sample points 
using synthetic images with regions characterized by ~ = 1 and 5 = 49. The 
best performance was achieved by the proposed method using descriptors fol- 
lowed by segmentation based on Markov Random Field, proposed method using 
descriptors and separability, morphological segmentation and Canny edge de- 
tector. MultiscaIe segmentations and tree quality were evMuated experimentally. 
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Fig. 1. Pyramid representation for 3D MR data. 

Top row - original images along z axis (256x256), n] = 3, n I = 1. Cross section of 
pyramids at (1) fine scale 51 (second row from top), coarse scale 52 (bottom row, 
51 < 52). Features with n = 0. 

The proposed methods were used in applications involving the following types 
of real data: angiograms, botanical data, magnetic resonance images (see Fig- 
ure 1), satellite images, range data and gray-scale and color images and video 
sequences. 

4 C o n c l u s i o n s  

We have presented a new framework for hierarchical image segmentat ion into 
homogeneous regions defined by constancy of the n-th order derivatives. We have 
formulated into the method a tradeoff between the segmentation accuracy and 
computat ional  requirements. Comparat ive  analysis and experiments with mul- 
tidimensional mult ivariate real da ta  were conducted to demonstrate  the superb 
performance of the proposed methods. 
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