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Figure 5: Results: (a) An input image. (b) Our result. (c) and (d) Photoshop UM applied once (c) and twice (d). (b) provides the
maximum sharpness without distortion in both boxes. The blue box in (c) and the red box in (d) have sharpness similar to ours.
However, the sharpness in the red box of (c) is below the desired level, while that in the blue box of (d) brings introduces artifacts
near edges. Our adaptive approach chooses the best sharpness parameters.

(a) (b) (c) (d) (e)

Figure 6: Results: (a) Input image. (b) Our result. (c) UM applied by Photoshop twice. (d) Our estimates of sharpening parameter
values in ramp pixels: brighter the pixel, larger the estimate. (e) Zoomed in displays of a window near the top left from: (top) input
image, (middle) our result, and (bottom) UM. UM amplifies noise in the smooth area while our result does not.
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Figure 7: (a),(c) Input images. (b), (d) Our results.
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