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Abstract

We propose a new bilateral filtering algorithm with com-

putational complexity invariant to filter kernel size, so-

called O(1) or constant time in the literature. By showing

that a bilateral filter can be decomposed into a number of

constant time spatial filters, our method yields a new class

of constant time bilateral filters that can have arbitrary spa-

tial1 and arbitrary range kernels. In contrast, the current

available constant time algorithm requires the use of spe-

cific spatial or specific range kernels. Also, our algorithm

lends itself to a parallel implementation leading to the first

real-time O(1) algorithm that we know of. Meanwhile, our

algorithm yields higher quality results since we are effec-

tively quantizing the range function instead of quantizing

both the range function and the input image. Empirical ex-

periments show that our algorithm not only gives higher

PSNR, but is about 10× faster than the state-of-the-art. It

also has a small memory footprint, needed only 2% of the

memory required by the state-of-the-art for obtaining the

same quality as exact using 8-bit images. We also show

that our algorithm can be easily extended for O(1) median

filtering. Our bilateral filtering algorithm was tested in a

number of applications, including HD video conferencing,

video abstraction, highlight removal, and multi-focus imag-

ing.

1. Introduction

Originally introduced by Tomasi and Manduchi [2], bi-

lateral filters are edge preserving operators that have found

widespread use in many computer vision and graphics tasks

like denoising [3, 4, 5, 6, 7], texture editing and relighting

[8], tone management [9, 10], demosaicking [11], styliza-

tion [12], optical-flow estimation [13, 14] and stereo match-

ing [15, 16].

Until recently, bilateral filters were too computationally

intensive for real time applications. Several efficient numer-

ical schemes [9, 17, 18, 19, 20] enable it to be computed at
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1an IIR O (1) solution needs to be available for the kernel.

interactive speed or even video rate using GPU (Graphics

Processing Unit) implementation [21]. With the exception

of [19], which approximates the bilateral by filtering sub-

sampled copies of the image, these algorithms do not scale

well since they become more expensive as the filtering win-

dow size grows, which limits their utility in high resolution

real time applications. [19] actually becomes faster as the

size increases due to greater subsampling, but the exact out-

put is dependent on the phase of subsampling.

It was therefore a significant advance when Porikli [1]

demonstrated that bilateral filters can be computed at con-

stant time with respect to filter size for three types of bi-

lateral filters. (1) Box spatial and arbitrary range kernels.

Integral histogram is used to avoid the redundant opera-

tions and interactive speed is achieved by quantizing the

input image using a small number of bins, thus trading

memory footprint and image quality for speed. For a 8-

bit grayscale image, assume 256 bins are used to compute

and store the integral histogram, 256× the size of the im-

age memory are required. The memory could be reduced

but will also change single integral histogram computation

to be 256 times, which will be much slower. (2) Arbitrary

spatial1 and polynomial range kernels. A bilateral filter of

this form can be interpreted as the weighted sum of the spa-

tial filtered responses of the powers of the original image.

No approximation is used in this method. (3) Arbitrary

spatial1 and Gaussian range kernels. Taylor series is used

to approximate the Gaussian range function up to the four

order derivatives. However, this method is a bad approxi-

mation for small Gaussian variances.

A new O(1) bilateral filtering method extending Durand

and Dorsey’s piecewise-linear bilateral filtering method [9]

is proposed in the paper. As in [9], we discretize the image

intensities into a number of values, and compute a linear

filter for each such value, the output of which is defined as

Principle Bilateral Filtered Image Component (PBFIC) in

this paper. The final output is then a linear interpolation

between the two closest PBFICs. Instead of confining the

kernels to be Gaussian spatial and Gaussian range and us-

ing Fast Fourier Transform (FFT) for Gaussian convolution

which has cost O(log r) (r is the filter radius), we show that

the discretization method can be directly extended to obtain
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(a) Original. (b) Porikli’s [1] (21.8dB). (c) Ours (66.2dB). (d) Exact.

Figure 1. Robustness to quantization. (a) is a synthetic 8-bit grayscale image with resolution 512 × 384, (b) and (c) are bilateral filtered

results using Porikli’s method [1] and our method with the same parameter setting, respectively. Box spatial and Gaussian range kernels

are adopted. The spatial filter size is 21 × 21, and the range variance is σ
2

R = 0.006. Only 4 bins/PBFICs are used to obtain (b) and (c).

(d) is the filtered image without quantization (256 PBFICs). It’s the same as exact. Our method outperforms Porikli’s method because only

coefficients of the range filter are quantized in our method, while in Porikli’s method, the image intensities are also quantized.

O(1) bilateral filtering with arbitrary spatial and arbitrary

range kernels assuming that the exact or approximated spa-

tial filter can be computed at constant time, e.g., box filter-

ing using integral image [22], Gaussian filtering using re-

cursive filtering [23], and Polynomial filtering using a set

of integral images and more as presented in [1]. We also

extend the method for O(1) median filtering using integral

image.

The contribution of this paper is a new algorithm for con-

stant time bilateral filtering with the following advantages

over the state-of-the-art [1]:

1. Uniform framework for constant time bilateral filtering

with arbitrary spatial1 and arbitrary range kernels. In

[1], only three types of O(1) bilateral filtering is avail-

able.

2. Better Gaussian range function representation. Al-

though the range function is quantized in our method,

it is valid for both low and high variance Gaussian.

The bilateral filtering method with arbitrary spatial and

Gaussian range kernels presented in [1] uses Taylor se-

ries approximation, which is a bad approximation for

low variance Gaussian. It is important to note that

many applications require low range variance to pre-

serve edges.

3. More accurate. Our method only quantizes the range

function, while in [1], image intensities are also quan-

tized, resulting in lower accuracy as shown in Figure

1.

4. Faster (10×). Our method can be easily implemented

in parallel. On the NVIDIA Geforce 8800 GTX GPU,

we show that given the same output accuracy, our

method can be about 10× faster on average.

5. Lower memory requirement (2%) enabling processing

of high resolution images/videos. For Box spatial bi-

lateral filtering with 8-bit grayscale images, to obtain

the exact bilateral filtering results, our method only re-

quires about 4× the size of the image memory, while

[1] requires 256× the size of the image memory for

computing and storing integral histogram (C imple-

mentation of our method is provided at the author’s

homepage).

6. Extends the O(1) framework for cross/joint bilateral

filtering and median filtering.

The effectiveness of the proposed method is then experi-

mentally verified for a variety of applications including nat-

ural video conferencing, interactive filtering, image/video

abstraction, highlight removal, and multi-focus.

2. O(1) Bilateral Filtering with Arbitrary Spa-

tial and Arbitrary Range Kernels

A bilateral filter generally contains a spatial and a range

filter kernel. Denote x as a pixel in the image and y as a

pixel in the neighborhood N(x) of x, I(x) and I(y) as the

corresponding range values of pixel x and y. The filtered

range value of x is

IB(x) =

∑

y∈N(x)(fS(x,y)·fR(I(x), I(y))·I(y))
∑

y∈N(x)(fS(x,y) · fR(I(x), I(y)))
, (1)

where fS and fR are the spatial and range filter kernels,

respectively. If the range function is computed based on

another image D where the range values of pixel x and y

are D(x) and D(y), the spatial filtered range value of pixel

x for image I is

IB
D (x)=

∑

y∈N(x)(fS(x,y)·fR(D(x), D(y))·I(y))
∑

y∈N(x)(fS(x,y) · fR(D(x), D(y)))
, (2)

and the resulting filter is called a cross (or joint) bilateral

filter [10, 24], which enforces the texture of filtered image

IB
D to be similar to image D.
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2.1. Decomposing a Bilateral Filter into Spatial Fil­
ters

We review Durand and Dorsey’s piecewise-linear bilat-

eral filtering method in this section and show that it can be

directly extended for O(1) bilateral filtering with arbitrary

spatial and arbitrary range kernels.

In practice, the pixel intensity for an image I(x) is dis-

crete with I(x) ∈ {0, · · · , N − 1}, where N is the total

number of grayscale values. Letting I(x) = k, Equation

(1) can be expressed as

IB(x) =

∑

y∈N(x)(fS(x,y) · fR(k, I(y)) · I(y))
∑

y∈N(x)(fS(x,y) · fR(k, I(y)))
. (3)

For every pixel y and every intensity value k ∈
{0, · · · , N − 1}, define

Wk(y) = fR(k, I(y)) (4)

and

Jk(y) = Wk(y) · I(y). (5)

Bilateral filtering can then be decomposed into N sets of

linear filter responses

JB
k (x) =

∑

y∈N(x) fS(x,y)Jk(y)
∑

y∈N(x) fS(x,y)Wk(y)
(6)

so that

IB(x) = JB
I(x)(x), (7)

where JB
k is defined as Principle Bilateral Filtered Image

Component (PBFIC) in this paper. In practice, assume only

N̂ out of N PBFIC (k ∈ {L0, · · · , L
N̂−1}) are used, and

the intensity of pixel x is I(x) ∈ [Lk, Lk+1], the bilateral

filtering value IB(x) can then be linearly interpolated from

JB
k (x) and JB

k+1(x) as follows:

IB(x) = (Lk+1−I(x))JB
k (x)+(I(x)−Lk)JB

k+1(x). (8)

Note that, the range filter fR is not constrained and any de-

sired filter function can be chosen, but approximation can

be poor if N̂ is extremely small for some range filters, e.g.,

Gaussian filter.

According to Equation (4) and (5), the noise due to quan-

tization only affect the range function Wk, and the pixel in-

tensity values of the input image (I(y) in Equation 5) will

be preserved. However, both are quantized in the O(1) bi-

lateral filtering method presented in [1], thus less precise.

The main computation of the method is N̂ × 2 spatial fil-

tering processing according to Eqn. (6). Additionally, in

our method, image pixels are processed independently, al-

lowing for parallel implementation. These are the two main

reasons why our method outperforms the current state-of-

the-art [1] for both accuracy and speed. The main storage

required is three memory buffers with the same size as the

input image for images JB
k , JB

k+1 and Wk. Note that JB
k

and Jk share the same memory buffer. Box/Gaussian spa-

tial filtering also require an additional memory buffer with

the same size as the input image. Hence, the total memory

buffer is about 4× the size of the image memory. However,

[1] requires a set of N̂ image buffers to store the integral

histogram during aggregation. Otherwise, the program will

compute the integral histogram N̂ times at the cost of speed.

2.2. O(1) Spatial Filtering

As shown in Equation (6), bilateral filter with arbitrary

spatial and range kernels can be decomposed into two sets

of spatial filters on Jk(y) and Wk(y), respectively. The

computation complexity thus depends on complexity of

spatial filtering. Enabling constant time spatial filtering re-

sults in constant time bilateral filtering with arbitrary range

functions.

One of the most popular spatial filter is box filter which

can be easily computed in constant time using integral im-

age [22] or summed area table [25]. Another popular spatial

filter is Gaussian filter which if implemented in the Fourier

domain is constant in the filter size. However, the discrete

FFT and its inverse have cost O(log r), where r is spatial

filter size. Hence, to achieve higher speed, we used De-

riche’s recursive method [23] to approximate Gaussian fil-

tering which is able to run in constant time and the results

are visually very similar to the exact. Polynomial filtering

can also be computed in constant time O(1) using a set of

integral images [1]. More O(1) spatial filters are presented

in [1].

2.3. O(1) Cross/Joint Bilateral Filtering and Median
Filtering

In this section, we show that the decomposition method

used for bilateral filtering can be easily extended for

cross/joint bilateral filtering and median filtering. Changing

I(y) in Equation (4) to D(y) and changing I(x) in Equa-

tion (7) and (8) to D(x) enables O(1) cross/joint bilateral

filtering, which enforces the texture of filtered image to be

similar to image D.

For median filtering, assume

sign(x) =







−1 x < 0
0 x = 0
1 x > 0

and the intensity value is also in [0, . . . , N − 1], the median

filtered value IM (x) of a pixel x can be expressed as:

Mk(x) = |
∑

y∈N(x)

sign(k − I(y))| = |
∑

y∈N(x)

Qk(y)|, (9)

IM (x) = argmin
k∈{0,1,...,N−1}

Mk(x), (10)
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(a) Original image. (b) PSNR accuracy.

Figure 2. Effect of quantization on image quality. (a). Original image (480 × 640). (b). PSNR accuracy with respect to the number of

PBFICs (bins) used. Colors indicate different methods. The pink and blue curves are the performance of our method and Porikli’s method

[1], respectively. Bilateral filtering with Box spatial and Gaussian range kernels is used. The spatial filter size is 21 × 21. As visible, our

method outperforms Porikli’s method [1] for both small and large range kernel variances. Some of the corresponding filtered images are

provided in Figure 3 for visual comparison.

(a)Porikli’s method. (b)Our method. (c)Exact. (d)Porikli’s method. (e)Our method. (f)Exact.

Figure 3. Performance under extreme quantization. Bilateral filtering with box spatial and Gaussian range kernels is used. (a), (b) and (c)

are filtered images with Gaussian range variance σ
2

R = 0.012 (8-bit grayscale images: σ
2

R = 28 × 28). (a) and (b) are obtained using 4

bins (PBFICs), and (c) is the exact result (256 PBFICs). Apparently, Porikli’s methods is invalid for low bins. (d), (e) and (f) are filtered

images with σ
2

R = 0.12 (8-bit grayscale images: 88 × 88). (d) and (e) are obtained using 2 bins (PBFICs), and (f) is the exact result. (d)

shows that Porikli’s method is invalid, in which the input image is represented using a 2-bin integral histogram (either 0 or 255). However,

our result as shown in (e) is still visually very similar to the exact.

which shows that median filtering can be separated into two

steps: (1) Box filtering is applied to a set of N images Qk

computed based on current intensity possibility k and the

original image I . The absolute value of the box filtering

results is computed as images Mk. (2) For each pixel, the

intensity hypothesis k ∈ {0, 1, . . . , N − 1} corresponding

to the minimum pixel values of the images Mk is selected

as correct. The box filtering in the first step depends on the

filter size, but as shown in Section 2.2, it can be computed

in constant time.

3. Experimental Results

This section reports experimental results supporting our

claims that our method advanced the state-of-the-art. Same

as [1], we use the peak signal-to-noise ratio (PSNR) to eval-

uate numerical accuracy. For two intensity images I , J ∈
[0, 1], this ratio is defined as 10 log10((h · w)/

∑

x
|I(x) −

J(x)|2), where h and w are the height and width of image

I and J , and x is one of the pixels. It is assumed [19] the

PSNR values above 40dB often corresponds to almost in-

visible differences.

Using Figure 2(a) as input image, the PSNR values

for bilateral filtering with Box spatial and Gaussian range

(fR(I(x), I(y)) = exp(− (I(x)−I(y))2

2σ2

R

)/
√

2πσ2
R) kernels

are presented in Figure 2(b) with respected to the number

of PBFICs (bins) used. Figure 2 shows that our method is

more accurate than Porikli’s method [1] using both small

and large range kernel variances. Also note that for our

method, larger range variance results in much higher ac-

curacy with lower number of PBFICs, as the range func-

tion (Equation (4)) is more flat, and quantization introduces
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Figure 4. PSNR accuracy with respect to the number of PBFICs (bins) used. Colors indicate different methods. The pink and blue curves

are the performance of our method and Porikli’s method [1], respectively. Bilateral filtering with Gaussian spatial and Gaussian range

kernels is used. The spatial filter size is the same as the image size (480 × 640). For Porikli’s method, Taylor expansion up to third order

derivatives are used to approximate the Gaussian range function. It is valid only when σR is large. Our method, on the other hand, works

fine for both large and small σR. The corresponding filtered images are provided in Figure 5 for visual comparison.

(a)Porikli’s method. (b)Our method. (c)Exact. (d)Porikli’s method. (e)Our method. (f)Exact.

Figure 5. Bilateral filtering with Gaussian spatial and Gaussian range kernels. (a), (b) and (c) are filtered image with σ
2

R = 0.012 (8-bit

grayscale images: 28×28). (a) is obtained using Porikli’s method (recursive Gaussian spatial and Taylor expansion approximated Gaussian

range), (b) is our result (recursive Gaussian spatial and exact Gaussian range) using 4 PBFICs, and (c) is the exact result (exact Gaussian

spatial and exact Gaussian range). Apparently, Porikli’s method is invalid for small range variances. (d), (e) and (f) are filtered image with

σ
2

R = 0.12 (8-bit grayscale images: 88 × 88). (d) is obtained using Porikli’s method, (e) is our result using 4 PBFICs, and (f) is the exact

result. (d) and (e) are visually very similar to the exact filter responses as presented in (f), which shows that both methods are good for

large range variances. However, most of the applications based on bilateral filtering require low range variance for edge preserving.

less noise. However, Porikli’s method also quantizes the

original image. The improvement is thus much smaller.

The filtered images with σ2
R = 0.012 and σ2

R = 0.12
using Porikli’s method and our method are provided in

Figure 3. As visible, our results are visually very simi-

lar to the exact even using very small number of PBFICs.

To achieve acceptable PSNR value (> 40dB) for variance

σ2
R ∈ [0.006, 0.12], our method generally requires 2 to 8

PBFICs, and the running time is about 3.7 ms to 15 ms

for 1MB image. To achieve acceptable quality, Porikli’s

method requires 16-bin integral histogram, and the total

running time for constructing the integral histogram and

computing the response for any given spatial filter size is

about 75 ms, thus our method is about 10× faster on av-

erage. Also, our method is less memory consuming. Only

twice the memory of the original image is required by our

method regardless of the number of PBFICs used. How-

ever, to obtain the same quality as exact, Porikli’s method

computes integral histogram using a total of 256 bins for

8-bit grayscale image. Hence, 256× the image memory is

required. The heavy memory consuming can be avoided by

repeatedly computing the integral histogram for every pos-

sible intensity value but at the cost of speed.

Figure 4 presents the PSNR values of bilat-
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eral filtering with Gaussian spatial (fS(x,y) =

exp(− ||x,y||2

2σ2

S

)/
√

2πσ2
S) and Gaussian range kernels

for the original image presented in Figure 2(a). Range

variances ranging from 0.006 to 0.12 are tested. Obviously,

Porikli’s method (blue lines) fails for small range vari-

ances due to Gaussian approximation using Taylor series

expansion. However, our method (pink curves) is valid for

both small and large range variances. The corresponding

filtered images are provided in Figure 5. For a typical 1 MB

image, Porikli’s method runs at about 0.35 second. Our

GPU implementation runs at about 30 frames per second

using 8 PBFICs (Computation complexity of Recursive

Gaussian filtering is about twice the box filtering), which

is above the acceptable threshold (> 40 dB) as shown in

Figure 4. Hence, our method is about 10× faster than

Porikli’s method. The memory requirement is similar for

both methods since neither of them depends on the number

of PBFICs (bins) used.

Finally, experimental results on cross/joint bilateral fil-

tering and median filtering are presented in Figure 6 and

Figure 7.

(a) Non-Flash. (b) Flash.

(c) Filtered (47.9 dB). (d) Filtered (Exact).

Figure 6. Joint Bilateral filtering with box spatial (filter size: 51×
51) and Gaussian range (σ2

R = 0.006) kernels. (a) is non-flash

image (resolution: 774 × 706) and (b) is the flash image used to

guide the smoothing. (c) and (d) are the filtered images using 8

and 256 PBFICs, respectively.

4. Applications

In this section we demonstrate the usefulness of the con-

stant time bilateral filtering operation for a variety of appli-

(a) Original image (b) Median filtering

Figure 7. O(1) median filtering. (a) is the original image and (b)

is our median filtering result which is the same as exact.

cations.

4.1. Natural Video Conferencing

In modern video conference system, e.g., Halo [26], the

existing product line uses very high quality SD cameras

that deliver natural, life-like images of meeting participants.

With HD cameras and displays, even as they deliver addi-

tional sharpness, many unwanted details like wrinkles may

also be amplified, resulting in images that may not be as

pleasing as the SD images in today’s product line. The con-

stant time bilateral filtering method proposed provide a way

to retain the salient features in HD images while remov-

ing unwanted details and noise. Figure 8 shows the result

of applying our O(1) bilateral filter to a portrait. The fil-

tered result in Figure 8 (b) clearly preserved salient features

while removing wrinkles. Linearly blending the original

image with the filtered result produces Figure 8 (c), which

is natural and realistic. The amount of blending can also be

controlled in real-time to deliver the most desirable output.

Video demo is presented in the supplemental materials.

4.2. Interactive Filtering

As shown in Figure 8 (b), full automatic/global bilateral

filtering removes unwanted details, e.g., wrinkles. Unfor-

tunately, some interesting details, e.g., hair, are lost. A

human-guided local bilateral filtering method is then de-

veloped. User is provided with a virtual brush. Filtering

is applied locally to the regions where the brush passes by.

The edge-preserving property guarantees a natural looking

after local filtering and the real-time speed enables human-

compute interaction. Intermediate results are presented in

Figure 9 (a) and (b), and the final result in Figure 9 (c).

Video demo is presented in the supplemental materials.

4.3. Other applications

Bilateral filtering and cross/joint bilateral filtering can

also be used for image/video abstraction [12], highlight

562



(a) Original. (b) Filtered. (c) Blend.

Figure 8. Natural video conferencing. (a) is original image (512×
683), (b) is filtered image and (c) is the blend of original and fil-

tered versions. Note: the reader is urged to view these images at

full size on a video display, for details may be lost in hard copy.

(a) Intermediate. (b) Intermediate. (c) Final.

Figure 9. Local bilateral filtering. (a) and (b) are intermediate fil-

tering results. Filtering is only applied to forehead in (a), and also

the left cheek in (b). (c) is the final result with filtering applied

to the whole face. Note that hair details lost in Figure 8 (b) are

preserved, and the unwanted wrinkles are completely removed.

removal and multi-focus. Experimental results using our

O(1) bilateral filtering method are presented in Figure 10,

11 and 12, respectively.

5. Conclusion

A uniform framework enabling real time O(1) bilateral

filtering with arbitrary spatial and arbitrary range kernels

and parallel implementation is presented in the paper. Ex-

perimental results show that our method outperforms the

state-of-the-art [1] for accuracy, speed and memory con-

suming. For bilateral filter with arbitrary spatial and Gaus-

sian range kernels, our method works for both small and

large range variances, while the method presented in [1]

is invalid for small variances due to Taylor series approx-

imation. Our framework can be easily extended for O(1)
cross/joint bilateral filtering and median filtering. Experi-

mental results on a variety of applications verify the effec-

tiveness of the proposed method.

In the future, we are planning to implement the proposed

method with NVIDIA Geforce 9800GX2 GPU which has

twice the texture fill rate as the 8800GTX GPU used in the

(a) Original (512×384). (b) Abstracted.

Figure 10. Image/Video abstraction. Note: the reader is urged to

view these images at full size on a video display, for details may

be lost in hard copy.

(a) Original. (b) Specular. (c) Diffuse.

Figure 11. Highlight removal. (a) Original image. (b) Separated

specular component. (c) Separated diffuse component.

paper, and has the potential to double the speed reported.

Meanwhile, [9] demonstrated that it is safe to use a down-

sampled version of the image except for the final interpola-

tion (Eqn. 8). There is not any visible artifact up to down-

sampling factor of 10 to 25. We are planning to implement

this method which has the potential to improve the speed

more than 10×.
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