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ABSTRACT

Most of the existing panoramic cameras have cylindrical field of view (FOV) which has a 360° width in
azimuth, but a limited height in elevation. However, a hemispherical (or near spherical) FOV is highly
desirable in many applications such as robot navigation and surveillance. This paper presents a planar-
mirror-based panoramic camera (HEM) which is capable of acquiring nearly hemispherical FOV
panoramic images at high and substantially uniform resolution, from a single viewpoint, at video rates.
The camera consists of multiple imaging sensors and a hexagonal prism made of planar mirror faces.
The sensors are positioned in such a way that they image different parts of the scene from the same
virtual viewpoint, either directly or after reflections off the prism. A panoramic image is constructed
by concatenating the images taken by different sensors. The proposed system is designed such that
the resolution across entire FOV has the same level of uniformity as delivered by a conventional,
non-panoramic camera over a small FOV, and the sensor area utilization is maximized. We also present
a novel camera placement technique that helps co-locate the optic points of all seven sensors at a
single viewpoint, and a method to compensate for artifacts near mirror boundaries caused by finite size
of lens aperture. An implementation of the proposed system as well as resulting hemispherical
panoramic images are included.

© 2009 Elsevier Inc. All rights reserved.

1. Introduction

A panoramic camera is an imaging device capable of capturing a
very large field of view (FOV). It is useful for a wide range of appli-
cations including tele-conferencing, surveillance and robot naviga-
tion [2,4,15]. Like any other cameras, it is desirable that a
panoramic camera acquires the entire FOV from a single viewpoint,
in real time, at high and uniform resolution across the FOV, with
large dynamic range, and over a large depth of field. Many efforts
have been made to achieve various subsets of these properties
[1,3,4,6,8,9,13,14,17-21,28]. These methods of capturing pano-
ramic or omni-directional images fall into two categories: dioptric
methods, where only refractive elements (lenses) are employed,
and catadioptric methods, where a combination of reflective and
refractive components is used.

Typical dioptric systems include camera clusters, panning cam-
eras, and fisheye lenses. A camera cluster, which consists of multi-
ple conventional cameras pointing in different directions, is
capable of acquiring a spherical panorama with uniform resolution
at video rate [2,26]. However, these cameras, being physically sep-
arated, do not share a common viewpoint, which makes it impos-
sible to create a seamless panoramic mosaic for scenes with
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arbitrary depth profiles. A fisheye lens is usually designed for an
ordinary camera to capture an extremely large FOV [16,27]. The
resulting images, however, suffer from severe spatial compression
in certain parts since a very large FOV is mapped onto a single sen-
sor, which results in a corresponding loss of resolution. Further-
more, a fisheye lens is not a single viewpoint imaging system,
rather, different parts of the images are associated with different
viewpoints that fall along a cusped curve [16]. Panning cameras
capture panoramic images from a single viewpoint by rotating a
conventional camera around its optical center. They deliver a
high-resolution panorama over a wide FOV, as well as omni-focus
(i.e., large depth of field) when used in conjunction with non-fron-
tal imaging [13,14]. The time it takes to pan across the width of the
FOV determines the panorama acquisition rate, which depends on
the panning speed and is usually not real time.

Catadioptric methods include curved mirror systems where a
conventional camera captures the scene reflected off a single
non-planar mirror (e.g., parabolic or hyperbolic mirror)
[3,6,8,11,12,20,21,28], and planar mirror systems such as mirror-
pyramid systems where multiple conventional cameras image
the scene reflected off the faces of a mirror pyramid [9,12,15,17-
19,25]. The cameras that use a parabolic or a hyperbolic mirror
to map an omni-directional view onto a single sensor are able to
capture a large FOV from a single viewpoint at video rate. However,
the FOV shape achieved is ring-like hemispherical minus a central
cone due to self-occlusion. The overall resolution of the acquired
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images is limited to that of the sensor used, and further it varies
with the viewing direction across the ring-like FOV, e.g., from a
high just outside the central blind spot to a low in the periphery.
The cameras using a spherical or conical mirror have similar prop-
erties as those using parabolic or hyperbolic mirrors except that
they do not possess a single viewpoint. Srinivasan proposed a class
of mirrors that provide uniform resolution in both azimuth and
elevation direction. However, the imaging systems based on these
mirrors do not possess a single viewpoint and suffer low resolution
similar to other curved mirror system [23].

Planar-mirror-based camera systems are capable of capturing
high-resolution, wide-FOV panoramas from a single viewpoint at
video rate [9,10,15,17-19]. The first planar-mirror-based camera
system was proposed by Nalwa [17]. In his design, he uses a
four-sided right mirror-pyramid, in which the angle formed be-
tween a mirror face and the pyramid base is 45, to virtually collo-
cate the cameras on the pyramid center axis. Each camera is
oriented toward a pyramid face with its optical axis parallel to
the pyramid axis, and thus captures the part of the scene reflected
off its associated face. Together, all the cameras capture contiguous
pictures of a 360 wide panoramic FOV whose height is the same as
that of a single camera’s FOV. Hua and Ahuja extended Nalwa’s de-
sign to a dual-mirror-pyramid system, composed of two mirror
pyramids with a common base [9]. They use two layers of cameras
and all cameras are located such that their virtual optical centers
coincide at the center of the common base of the pyramids. These
cameras point toward their associated pyramid faces and are ori-
ented such that the FOV of the two layers are contiguous. This
modification doubles the vertical FOV while preserving the single
viewpoint property. Since the camera viewing directions are not
parallel to the pyramid axis, the pyramid face is imaged as a trap-
ezoid on the sensor due to perspective (keystone) distortion. Nalwa
also reported an alternative design to achieve a nearly spherical
shape panoramic system by placing an additional camera at the
location of the virtual optical center looking toward the pyramid
base along the pyramid axis [19]. To mosaic the image captured
by the additional camera with those by peripheral cameras, this
design requires a wide-angle fisheye lens, having more than 130°
FOV in both horizontal and vertical directions to cover a dispropor-
tionately large FOV around the axis. Therefore, the additional cam-

Cylindrical FOV

era will be subject to low and non-uniform resolution as well as
the multiple viewpoints problem of fisheye lenses and the center
portion of the resulting panoramic image will have much lower
resolution than the peripheral parts. These problems result in an
overall system that possesses neither a single viewpoint nor uni-
form resolution.

Majority of the aforementioned systems provide a cylindrical
FOV which is 360° in width and has a limited height (Fig. 1a). How-
ever, many applications, such as robotic navigation and surveil-
lance, are better served by a seamless hemispherical (or near
spherical) FOV (Fig. 1b). Consider security cameras as an example.
As illustrated in Fig. 1c, the surveillance camera in a large lobby or
airport terminal is often mounted on the ceiling to monitor a large
area. It is often desired that one single camera covers the entire
space of interest without blind spots. The traditional pan-tilt cam-
era can only monitor a small area at a time such as the entrance of
the building. The cylindrical-FOV type camera has a blind spot in
the central FOV. The hemispherical FOV type camera is superior
for such wide area surveillance. Among the reviewed past ap-
proaches, only three—camera cluster, the fisheye lens and Nalwa'’s
design with a central camera—are capable of capturing such FOV.
However, these have limitations of low resolution, non-uniform
resolution or non-single viewpoint. In this paper, we propose a no-
vel panoramic camera using the combination of a hexagonal prism
and a cluster of conventional cameras, which we will also refer to
as component imagers. The proposed design is capable of acquiring
nearly hemispherical panoramic images at video rate, with high
and substantially uniform resolution, from a single viewpoint.
Here, by substantially uniform resolution we mean the same level
of uniformity as that delivered by a conventional, non-panoramic
camera, and for simplicity, will refer to it as “uniform resolution.”
Our camera prototype is shown in Fig. 2.

2. Design of the hemispherical camera and optimal parameter
selection
The main design task for planar-mirror-based panoramic cam-

eras is to properly choose mirror shape and camera parameters
for the desired design goal. In [10], Hua et al. proposed an optimal

o
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Fig. 1. Two types of FOV shape: (a) cylindrical, (b) hemispherical. (c) The camera with hemispherical FOV for large area surveillance application.
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Fig. 2. (a) A prototype of the proposed panoramic camera (HEM). (b) The camera on the ceiling.

approach to designing a dual-mirror-pyramid (DMP) panoramic
camera by maximizing the camera resolution uniformity, and sen-
sor utilization, while preserving single view point. In this paper, we
extend their approach. Since our goal is to construct a hemispher-
ical FOV, instead of the cylindrical FOV for the DMP system, the ac-
tual design constraints and their formulations are quite different.
For example, in the DMP system design, the virtual viewpoint off-
set is considered to be an important variable which allows two lay-
ers of cameras sharing the same viewpoint within the pyramid,
while the virtual viewpoint offset is irrelevant for us here. We for-
mulate constraints for properties such as the sensor utilization, the
mirror shape, and the sensor resolution uniformity consistent with
our design goal here.

2.1. Camera co-location and uniform resolution constraint

Constructing a hemispherical FOV with uniform resolution from
multiple narrow-FOV conventional imagers is similar to the prob-
lem of tessellating the surface of a hemisphere with cells, each cor-
responding to the FOV of a single imager. Adjacency of the cells
would ensure that the FOV’s of the imagers are contiguous. Since
real imagers are usually rectangular, the problem more specifically
amounts to juxtaposing multiple rectangular cones, having a com-
mon vertex at the viewpoint, such that together they cover as
much of the hemisphere as possible. A straightforward arrange-
ment of the cones is to have a central cell surrounded by one or
more rings of additional cells. Since this obviously cannot be
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Fig. 3. (a) Co-locating side camera C1 with center camera C using a mirror. The location of C1 varies with the mirror slope angle /. (b) A six-side polyhedron.
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achieved by placing multiple cameras physically at the common
viewpoint, we virtually collocate them using planar mirrors. In this
paper we only consider the case with one ring and a center cone,
and will refer to the imager associated with the central cone as
the center camera, and those associated with the ring of surround-
ing cones as side cameras; the common viewpoint is referred to as
virtual viewpoint. However, the mirror design principle, the cam-
era alignment technique, the image rendering method and the
technique for solving mixing problem discussed in the later sec-
tions are applicable to the multiple-ring case with minor or no
changes.

To achieve the virtual co-location, the planar mirrors must be
placed in such a way that the image of each side camera’s view-
point coincides with that of the center camera. Thus, the center
camera is surrounded by a ring of planar mirrors, and the side cam-
era’s viewpoints are placed at the images of the center camera’s
viewpoint into the mirrors. As illustrated in Fig. 3a, we will refer
to the angle, ¥, formed by a mirror plane and the base plane (per-
pendicular to the optical axis of the center camera) as slope angle.
The desired location of the side camera varies with the slope angle.
To achieve the desired FOV contiguity, the planar mirrors will form
a polyhedron which could be a pyramid, a prism or a cone accord-
ing to whether the mirror planes form an acute, right, or obtuse
slope angle with the base plane. We will refer to such a polyhedron
containing N mirrors as an N-side polyhedron. A six-side polyhe-
dron (pyramid) is shown in Fig. 3b. In addition to achieving virtual
co-location, if the cells in the ring are chosen to be identical, a uni-
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form design can be obtained by using identical imagers, which
means all the side cameras can be placed symmetrically around
the center camera. Consequently, the horizontal cross section of
the N-side polyhedron formed by these mirrors will be a regular
N-polygon. Further, if we choose the vertical FOV of the center
camera to be identical to those of the side cameras, the resolution
across the entire hemisphere would be uniform. Since the distribu-
tion of the side camera is symmetric and the polyhedron is a reg-
ular one, in the analysis we only need to consider one camera-
mirror pair plus the center camera. Fig. 4 shows one such configu-
ration. In Fig. 4a, the mirror is one of N-side polyhedron faces with
a slope angle . The central angle of the mirror face, @, which is the
angle subtended by the base edge of each face at the center of the
base polygon, is 360°/N. The side camera, with a vertical FOV de-
noted by ¢, is oriented to form a tilt angle 0 with the polyhedron
base, and it captures the scene reflected off the corresponding mir-
ror to cover one cell of the ring. Fig. 4b shows the vertical cross-
sectional view corresponding to Fig. 4a. The vertical FOV of the
center camera is identical to that of the side camera. The overall
vertical FOV of the system, denoted as £2, is the sum of the vertical
FOV’s of the center camera and the side cameras, i.e., Q =3 ¢. The
spatial relation of the side camera tilt angle 0 and the vertical FOV
of the camera ¢ is given by:

0+ ¢ =90° (1)

Notice that the FOV arrangement of the side camera vs. the center
camera is independent of the mirror slope, which means that the
mirror slope has no effect on the resolution uniformity.

2.2. Geometric constraints

As shown in Fig. 4b, since each side camera captures its image
through a mirror, it is possible that the side camera sees itself in
the mirror if the camera FOV is big or the tilt angle of the mirror
is close to 90, thus causing a blind spot in the side camera’s FOV.
To avoid such self-occlusion, the mirror face has to be tilted such
that the side camera is below the lower limit CB of its vertical
FOV. On the other hand, i cannot be so large as to make the mirror
parallel to the upper limit CA of the side camera’s FOV which re-
sults a FOV gap between the side camera and the center camera.
Thus, the following inequality should hold:

90°7(97%)<(//<90°+% (2)

This inequality imposes a constraint on the values of the mirror
slope angle, the vertical FOV and the tilt angle of the side camera.

(a)
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In Fig. 4b, the side camera is simplified as a pinhole. Here we can
incorporate the camera size by adding an offset value on the left
side of the inequality, which results in a tighter lower bound for
the side camera FOV.

2.3. Sensor utilization constraint

The projection of a mirror face on the sensor of its associated
side camera is in general a trapezoid due to keystone distortion
as illustrated in Fig. 5a. Without loss of generality, we assume that
the polyhedron is tall enough to cover the entire vertical FOV of the
side camera. Under this circumstance, the height of the trapezoid
equals to the height of the sensor, i.e., Dy = dy, and the shape and
size of the trapezoid is fully determined by the mirror and camera
parameters. Here, we used two parameters, aspect ratio  and base
angle @, to represent the trapezoid shape and size. The aspect ratio
is a function of the central angle of the mirror face, the vertical FOV
and the tilt angle of the side camera:

_ sin ()
~ tan (%) - cos (£ - 0)

B 3)
The base angle of the trapezoid is a function of the central angle of
the mirror face and the tilt angle of the camera:
tan(90° — @) = tan (g) - sin(6) (4)
It is obvious that only those pixels inside the trapezoid capture the
desired FOV parts reflected off the mirrors, while the pixels outside
of the trapezoid capture direct views of other dis-contiguous scene
segment. These dis-contiguous segments are properly captured by
other sensors and represent wasted pixels. The ratio of the pixel
count inside the trapezoid to the overall pixel count on the sensor
is referred to as sensor utilization, denoted as X, and can be ex-
pressed as:

area_inside_trapezoid __ o
area_of sensor  _ f Dy <dy

area_in_black __ o o o 1 1 1
area_of sensor — f o-tan(90° — @) — 3’ (ﬁ_z - 7_2> " tan(@0 —w) Dy > dy
)

where o is the aspect ratio of the sensor and a = g—:, which is 0.75 for
most of CCD cameras and a = 0.75 is assumed for our design; dy are
the width of the sensor; f is the aspect ratio of the trapezoid and
p= g—;; and Dy is the base width of the trapezoid. The upper part
of Eq. (5) holds when the bottom edge of the trapezoid is not bigger
than the sensor width, the lower part is for the case when the bot-

otan(90° — @)
> =

A Center Camera

-

v
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Fig. 4. (a) One mirror face of an N-side polyhedron and the visual field of its associated side camera (the physical imager is not shown). (b) A vertical cross-sectional view of

(a).
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Fig. 5. (a) The image of the mirror face in the side camera sensor is in general a trapezoid shape due to perspective (keystone) distortion. (b) When the trapezoid is bigger

than the sensor, only the black area captures useful FOV.

tom edge of the trapezoid is bigger than the sensor width, and only
the image area in black represents useful pixels as shown in Fig. 5b.

2.4. Parameter selection

The above analysis makes clear that the design parameters
must be chosen to satisfy contradictory constraints on sensor uti-
lization, FOV size and uniformity of resolution. An optimal design
is therefore needed. To do so, substituting Egs. (1), (3), (4) into
(5) yields:

0.75 - tan (%) % Dy < dy
Z(B) = 9 3tan (%)-cos(()) _ 3tan (%)-cos2 (45“—%) 1 Dy >d
4tan (905-0) 16sin” (45°—§)sin(6) ' 3tan (§)sin(6) H H
6)

For a given N-side polyhedron, the sensor utilization is a function of
0 alone. Fig. 6 shows the plot of the function X(0) for N = 6. The sen-
sor utilization reaches its maximum value when Dy = dy which is
marked as a star in the plot. The maximum achievable sensor utili-
zation for N = 6 is 71.65%. The optimal tilt angle of the side camera
for this case is 40.9°, which happens when the bottom edge length
of the trapezoid exactly matches with the sensor width. Since the
function of sensor utilization X(0) monotonically increases for
Dy <dy and monotonically decreases for Dy >dy, the equation

Sensor Utilization Vs Camera tilt angle
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Dy = dy always gives the optimal solution of the camera tilt angle.
Fig. 6b shows the plots of the function f(0) = Dy — dy for N=4-9.
The zero crossings give the possible solutions. For example, for
the curve with N =5, there are three possible solutions associated
with the three zero crossings at 0 = 25°, 90°, and 155°. Among these
three solutions, 0 = 25° and 155° correspond to the cases for which
the side camera is placed on opposite sides of the center camera and
thus the two solutions are identical. 0 = 90° yields a trivial solution
which corresponds to the case where the side camera FOV overlaps
with that of the center camera. Therefore, there is only one valid
solution for this case. It is interesting to see that a camera tilt angle
0 =90° is always a solution for all N (as expected) and the only solu-
tion for N > 8 which means that the polyhedron cannot have more
than seven sides. However, the above analysis is based on a 0.75
sensor aspect ratio; if the side camera is rotated along its optical
axis 90°, the sensor aspect ratio becomes 4/3; and there is still an
optimal solution for eight-side polyhedron. In this paper, we will
not consider the 4/3 aspect ratio case.

Once the tilt angle of the side camera is selected, its vertical FOV
can be computed from Eq. (1). Given the optimal tile angle and ver-
tical FOV, the feasible slope angle of the polyhedron face is con-
strained by inequality (2) which is plotted in Fig. 7a. The small
circles indicate the upper limits of the feasible slope angle and
the stars indicate the lower limits. Since the lower limit for N equal
to 3 turns out to be larger than their corresponding upper limits,

60 80 100 120 140 160

180
Side camera Tilt angle
(b)

Fig. 6. (a) The plot of sensor utilization vs. the camera tilt angle for N = 6. (b) The plot of the function f(0) = Dy — dy for N =4-9.
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Fig. 7. (a) Feasible mirror slope angle of different N-polyhedron. (b) Overall vertical FOV of the system for different N-polyhedron.

the problem of camera self-occlusion cannot be avoided and conse-
quently there is no valid solution for N = 3 that satisfies all the con-
straints. Since N < 8 from Fig. 6b, we can conclude that N can only
be chosen from 4, 5, 6 or 7, corresponding to the camera tilt angle
9.6, 24.7, 40.9, and 62.2, respectively. For N=4 or 5, the lower
bound of the slope angle is more than 90, which indicates that
the polyhedron must take a cone shape. For N = 6 or 7, the slope an-
gle could be larger, equal or less than 90, which indicates that the
polyhedron could be a cone, prism, or pyramid shape, respectively.
Obviously, prism is the most manufacture-friendly shape of the
three. One possible design using a hexagonal prism (N = 6) is illus-
trated in Fig. 8a, where the interior of the prism has a taper at the
end so that the prism material thickness does not block the center
camera’s FOV as shown in Fig. 8b. The overall vertical FOV of the
system for different N is plotted in Fig. 7b. For N equal to 5, 6 or
7, the overall vertical FOV’s are 196, 147.3 or 82.5, respectively.
The analysis so far is based on an ideal camera model and the
assumption that the camera FOV could be an arbitrary value rang-
ing between 0° and 180°. In practice, the parameter selection must
take into account the facts that only certain values of the parame-
ters may be available, that the cameras may have non-zero center
offsets and that lenses have geometric distortion. This may force
sub-optimal choices, and as a result, the resolution uniformity
and sensor utilization may be compromised. For example, when
the tilt angle takes a smaller or a bigger value than the optimal

: | \Cener @
. camera
Side camera &

(a)

one, the sensor utilization will drop as shown in Fig. 6a, and the
overall vertical FOV of the system will increase or decrease. When
the vertical FOV of the side camera is chosen to be not equal to the
vertical FOV of the center camera, the resolution uniformity is sac-
rificed, but we gain the flexibility of choosing angle values given by
Eq. (2). As a result, the overall achievable vertical FOV and the sen-
sor utilization vary. It is important to note that these modifications
do not affect the polyhedron shape significantly, as long as the
overall vertical FOV is less than 180. It is always possible to use
the mirror prism to implement all variations. Only when the over-
all vertical FOV is larger than 180, a non-prismatic mirror is neces-
sary to eliminate self-occlusion.

3. Camera placement

To achieve a single viewpoint, the side cameras and center cam-
era must be properly positioned with respect to the mirror prism
so that the images of the side camera’s viewpoints coincide with
the center camera’s viewpoint. Kawanishi et al. proposed a two-
step method which first positions the camera cluster around a mir-
ror pyramid visually, and then the camera orientation and position
are finely tuned by analyzing the images of adjacent mirror faces
[12]. Majumder et al. have reported an image warping technique
to create panoramic images from roughly positioned cameras
using pre-calibrated warping parameters [15]. Although such

Tapered End
A

G,

(b)

Fig. 8. (a) A concept design with a six-sided mirror prism. (b) Cross-sectional view.
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methods may yield acceptable panoramic images for a limited
depth range for which the warping parameters are pre-estimated,
they will exhibit artifacts for objects far from the calibrated depth,
and are not adequate for the general purpose seamless FOV solu-
tion aimed at here.

In this section, we describe a simple yet effective calibration
method which places each camera independently with respect to
its associated mirror face, without requiring direct alignment with
other cameras. The method estimates the position and orientation
of the side camera relative to its associated mirror face, and the po-
sition and orientation of the center camera relative to the top edges
of all the prism faces by using correspondences of mirror edges
(lines). The estimates directly yield the camera offsets from the de-
sired position, which is compensated for by adjusting the camera
location.

A pinhole model is assumed for cameras and the intrinsic
parameters of the camera are pre-calibrated [29]. The image is nor-
malized using the calibrated camera intrinsic parameters. Given a
3D point in the mirror frame, Xy = [Xy Yy 2Zm l]T. its 2D pro-
jection in the image frame, X, can be obtained by:

Xi=P-Tecp-Xm (7)

where 3 x 4 matrix Tc_y is the transformation from the mirror
frame to the camera frame and can be decomposed into the four
column vectors [7, 7, 7, ?CHM] and Pisa3 x3 identi}y matrix
(camera projection matrix). Given a line in the image A" -X; =0
withA=1[a b c|, the corresponding 3D line in the mirror frame
is:

AT Teoy Xy =0 (8)

Without loss of generality, we choose the mirror face as XY plane of
the mirror coordinate system and express the mirror edges in the
2D line form yp =kxy +d. Comparing yu = kxy +d with Eq. (8)
yields two equations:

AFfi+k-ATh=0 (9)
A-Sey+d-A-FH=0 (10)

To estimate three rotation angles in [r; 7, 13| and three
translation components in Sc_y, it is necessary to have at least
three line correspondences. Since each mirror face has three or four
well-defined edges, all of these can be utilized to recover the afore-
mentioned rotation and translation. One may notice that Eq. (9)
contains no translation components, which indicates that we can

/ /Nget plane

Sensor plane

(a)

use Eq. (9) alone to estimate the rotation angles, and then use
Eq. (10) to estimate Sc._y. Eq. (9) is nonlinear, in general, requiring
a nonlinear solver.

4. Generating panoramic images

After the side and center cameras are properly positioned
around or inside the mirror prism, the images captured by these
cameras are post-processed and stitched into complete panoramas.
Various approaches have been taken to composite multiple camera
images into panoramic images [4,5,22,24]. For example, Szeliski
and Shum proposed a technique to merge multiple images cap-
tured with a pan-tilt camera [24]. Their method registers large
set of images using a group of warping matrices estimated from
the overlaps between adjacent images. However, adjacent images
in our case here are formed after reflection from adjacent mirror
faces which have no overlap. As a consequence, it is necessary to
calibrate the orientation of each camera with respect to its associ-
ated mirror in order to generate the panoramic image. In our
implementation, the camera orientations are estimated along with
the camera placement using mirror edges as explained in Section 3.

For visualization purpose, the panoramic image is often repre-
sented as a texture-mapped surface, where the surface texture is
the back projection of the camera images and the surface is cen-
tered at the origin which is the viewpoint. Such representation is
called environment map [4,7]. Two most widely used environment
maps are cylindrical panorama or cubic panorama that uses a cyl-
inder or a cube as the textured surface, respectively. The advantage
of these two maps is that the panoramic image can be visualized by
Apple’s QuickTime VR [7] or other popular visualization tools.
However, for the proposed camera, projecting the images on cylin-
drical or cubic surface will cause significant resolution loss. This is
due to the fact that the side cameras are tilted at a large angle with
respect to the mirror faces which results in a trapezoidal sensor
image (Fig. 9a). When projected on the vertical planar surface of
the cube or the curved surface of the cylinder, the top portion of
trapezoid must be up-sampled, while the bottom portion down-
sampled. The resolution of the resulting rectangular image is, thus
not uniform—the resolution of the top portion is much lower than
that of the lower portion. This results in loss of visualization qual-
ity. To avoid up- and down-sampling, we project camera images on
the faces of a truncated virtual pyramid which is obtained by shar-
ing the top and expanding the base of the hexagonal prism by an
amount such that the angle between the pyramid face and its base

Hexagonal Prism

Truncated Pyramid 7" \ /
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Fig. 9. (a) Projection of a tilted sensor image on a vertical rectangular planar surface requires up-sampling in the top portion of the image, as well as down-sampling in the
low portion of the image, resulting in non-uniform resolution. (b) The panoramic image represented by a texture-mapped truncated pyramid with its base as the magnified
base of the hexagonal prism. The tilt angle of the pyramid, between the pyramid face and base, is the complementary angle of the chosen camera tilt angle. The size of the
polygon faces is determined by the camera focal lengths (f; is the focal length of the side camera and f; is the focal length of the center camera).
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is the complimentary angle of the side camera tile angle as shown
in Fig. 9b. The images from six side cameras are projected on the
trapezoid faces of the pyramid and the images from the center
camera are projected on the top face of the pyramid. The size of
the virtual pyramid is normalized such that the distance from
the virtual center to the pyramid side face equals the chosen focal
length of the side camera and the distance from the virtual center
to the top surface of the pyramid equals the chosen focal length of
the center camera, where the focal lengths of all side cameras are
standardized to a common value. Since the pyramid faces have the
same size and shape as the images of the mirror faces, projection
process does not entail any loss of resolution. Further, we consider
the images projected on pyramid faces as having been acquired by
seven virtual cameras (six virtual side cameras and one virtual cen-
ter camera) that are located at the virtual viewpoint and whose
optical axes are perpendicular to the pyramid faces. The focal
lengths of the virtual side and center cameras are set to be the
same as the corresponding chosen focal length value. As a result,
the projected image of each mirror face on the virtual camera im-
age plane is exactly the same size as the pyramid face. The con-
struction of the virtual pyramid ensures that these textures are
aligned geometrically across the pyramid faces after the projection.
Fig. 10 shows the flow chart for generating textures using one of
the side cameras as an example. The projection of the side camera
image on the virtual camera image plane is given by the following
equation:

Us=P, T, .-P."-U, (11)

where Uy, represents the pixel coordinates in the virtual camera ref-
erence; U, represents the pixel coordinates in the side camera refer-
ence after correcting the lens distortion; P. is the projection matrix
of the side camera; P, is the projection matrix of the virtual camera;
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and T/, . is the warping matrix. The warping matrix T,,_, contains
only rotation component which is estimated experimentally during
the camera placement process. The translation componentinT’,_. is
set to zero since the side camera is placed with respect to the cor-

responding mirror.

5. Mixing problem

So far, we have assumed that the cameras are pinholes. In prac-
tice, the aperture of a real lens always has a finite size. Instead of
having only a single principal ray as in a pinhole model, a bundle
of rays from one object point passes through the aperture and
forms an image on the sensor. When the object is not at the right
distance, the non-pinhole aperture causes defocus as is well
known. For mirror-based imaging system, the non-pinhole aper-
ture will introduce not only the defocus blur, but also ray blending
phenomena near the mirror edge. The finite aperture allows two
different sub-bundles of rays from two different object points to
reach the camera and imaged on the same image point. As illus-
trated in Fig. 11, ray bundle Q; reflected from object point S; and
ray bundle Q, directly from object point S, pass through lens aper-
ture C;; and are concurrently imaged on the same point S. We refer
to such blending of the images of two dis-contiguous regions as the
mixing problem. This problem affects all mirror-based panoramic
systems, causes noticeable artifacts around mirror edges, but has
no effect on the rest of the image, away from the mirror edges.

In practice, the width of the mixing area may range from a few
pixels to more than 20 pixels, depending on the size of the lens
aperture and the distance of the mirror edge points from the aper-
ture. In our implementation, the width of the mixing region is
about 30 pixels near the bottom edge of the mirror, while it is only
around 6-8 pixels near the top edge.

Correct geometric
p-l.rj |distortion and project
¢ ¢ '
the image on the
virtual camera

U,=P, T

Vi

Fig. 10. Generating textures for the truncated pyramid. An image from one of the side cameras is projected on the corresponding face of the pyramid after correcting

geometric distortion due to the camera lens.



176 C. Gao et al./Computer Vision and Image Understanding 114 (2010) 168-178

Sensor Plane

Fig. 11. Illustration of mixing artifacts caused by non-pinhole aperture.

The effect of mixing of two rays can be expressed as a weighted
sum of intensities contributed by the two object points:

Lo=a-I+(1—a)-I, (12)

where [, is the mixing intensity captured by the camera, I, is the
intensity due to the light received directly from an object, I is the
intensity due to the light received after reflection off the mirror,
and the weight a is the mixing ratio and has a value between 0
and 1. The value of a for a given pixel depends on the pixel location,
the shape and size of the lens aperture, as well as the position and
orientation of the mirror. The weight can be computed if all these
geometry factors are known. Unfortunately, for most of the lens,
the shape of the lens aperture could be irregular and the size of
the lens aperture is often unknown. In our experiment we took a
calibration approach and estimated the weights with a controlled
illumination.

Eq. (12) provides a single constraint but contains two unknowns
and therefore has infinitely many solutions. To solve this problem,
additional constraint, referred to as “local intensity constancy con-
straint” which states that the neighbors of a given mixing pixel
have the same intensity value as the given pixel, is assumed. Using
this constraint, the problem can be formulated as a minimization
problem. We rewrite (12) in vector form:

I=d T (13)
where I=[I I,]"andd=[a 1-a]

Estimating I in a local window is equivalent to minimizing the fol-
lowing quadratic error function:

EQ =Y 11" T —IJ? (14)

where w indicates a small window around the mixing pixel. To ob-
tain an optimal solution, computing the derivative of the error func-
tion with respect to the unknown I, and setting the derivative to
zero yields:

I=G'-B (15)

Y& Ya-(l-a) B:{ Sa-, ]
Sa-(1-a) Y(1-a S -a)-I

For most of mixing pixels, G generally has full rank and is invertible.
But when the pixels are far away from the mirror boundaries, a is
close to 1, and G may be rank deficient which will add to estimation
error. It is necessary to check the rank condition of G when a is close
to 1.

where G =

6. Experimental results and discussion
6.1. Implementation

We have implemented the proposed hemispherical camera de-
sign using a hexagonal mirror prism. The height of the prism is
74.27 mm and the width of the cross section is 69.54 mm. A total
of seven Dragonfly color cameras from Point Grey, each with a res-
olution of 640 x 480 pixels, are used in the system. Six of them
equipped with 4 mm micro-lenses are placed around the mirror
prism with a tilt angle 42.5° (slightly different from the optimal va-
lue due to the smaller FOV of the available micro-lenses). The sev-
enth camera is equipped with a 3.5 mm lens and placed on the axis
of the prism. Each side camera effectively covers 45° vertically,
while the center camera covers 50° vertically. Thus, the sides plus
center camera have a total vertical FOV of 50+ 2 x 45 =140°,
which results in a panoramic system with 360° x 140° overall
FOV. As mentioned at the end of Section 2, the value of 140° can
be increased up to 180° by reducing the sensor utilization or sacri-
ficing the resolution uniformity. A snapshot of the system imple-
mentation is shown in Fig. 2.

6.2. Camera placement

A 3-way translation stage is used to adjust the camera position.
The initial estimate given to the nonlinear solver is the ideal orien-
tation (42.5°, 0°, 0°) for side cameras, and (0°, 0°, 0°) for the center
camera. Since the actual orientation of the camera is just slightly
off from the ideal orientation, using the ideal orientation to initial-
ize the nonlinear solver is very likely to lead to the correct answer.
For each side camera, there are three edges (top edge plus two side
edges) contained in the image. For the center camera, all six edges
are available. Fig. 12a shows a calibration image captured by one of
the side cameras. Fig. 12b shows the detected edges using Canny

(a)

(b)

Fig. 12. (a) One of mirror image for estimating camera extrinsic parameters. The mirror face is illuminated by a uniform light panel and the camera shutter speed is set to a
minimum value. (b) The detected edges using Canny edge detector (lens distortion is compensated).
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Table 1
Camera placement results.

Orientation (°) Position (offset: mm)

Before After Before After

42.41 42.42 0.397 0.035

—0.165 -0.14 1.073 —0.0028
0.421 0.49 0.0970 0.017

edge detector. Two sets of the estimation results corresponding to
before and after adjusting the position of the camera are shown in
Table 1. It clearly shows that the camera moves toward the desired
location.

6.3. Generating panoramic image

Each of the seven camera images is first rectified and warped to
the image plane of the corresponding virtual cameras using its
intrinsic parameters and estimated orientation, and then the true
intensity values of the pixels in mixing regions are estimated using
the method described in Section 5. Finally, the processed images are
mapped on the virtual pyramid faces as texture for visualization.
Fig. 13 illustrates the image process steps using one of side camera
inputs as an example. Fig. 14 shows a frontal panoramic image cap-
tured by the virtual camera after texture mapping. The FOV from
the top edge of the image to the bottom edge is exactly 140°.

6.4. Mixing artifacts

The true values of the mixing pixels are solved using a 3 x 3
window. Due to the application of “local intensity constancy con-

straint”, the estimated images in the mixing regions are slightly
blurred as expected (Fig. 13d). The bigger a local window, the more
the expected blurring. However, it is worth noting that the non-
pinhole aperture does not only cause problems; it sometime helps
preserve the information. For instance, when the edges of a mirror
pyramid have flat transitions, rather than perfect knife edges as de-
sired, perfect pinholes may lead to a dark strip or a gap at the
boundary of two adjacent cameras, as noted in [17]. A non-pinhole
aperture allows us to see beyond the image boundary and reduce
the information loss. In our current implementation, the edges be-
tween adjacent mirror faces are sharp, but 0.5 mm flat transitions
are present at the top edges. Fig. 14 shows two panoramic images
with and without compensating for mixing artifacts. In Fig. 14a,
note the boundaries visible between the side camera FOV'’s, and
the much darker strips at the boundary of the center camera
caused by the 0.5 mm flat transitions at the top edges. Fig. 14b
shows that the compensation process has removed the mixing re-
gion artifacts and the images in those areas are well recovered.

7. Conclusion and future work

We have presented a hemispherical camera system. The system
consists of multiple imaging sensors and a hexagonal prism made
from planar mirror faces with a wedge-shaped interior. The sen-
sors are positioned in such a way that they, collocate at a common
viewpoint, image different parts of the scene directly or reflected
off the prism. Besides a detail description of the camera design,
prototype implementation, and experimental results, we have also
presented a novel camera placement technique to achieve single
viewpoint panoramic imaging and a method to compensate for
mixing artifacts caused by finite lens aperture. While the results

(d)

Fig. 13. Steps in composing hemispherical panoramic images from those acquired by the component imagers. (a) The input image taken from one of the side cameras. (b) The
image after the warping. (c) The image after compensating for mixing artifacts. (d) Zoomed sub-images from (b) and (c). Upper one (from (b)) shows the mixing effect
between yellow wall and orange floor; lower one shows the image after applied proposed mixing algorithm. The scene in mixing area is well recovered while the boundaries
of these yellow stripes on the floor are blurred due to finite size window using in the proposed algorithm. (For interpretation of the references in color in this figure legend,

the reader is referred to the web version of this article.)
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(a)

Fig. 14. Panoramic images before and after compensating for mixing artifacts. (a) Before compensation; (b) after compensation—the darker strips around the individual

image boundaries have been removed by the mixing-compensation process.

show that the proposed method for mixing compensation im-
proves the image quality, it is unable to successfully recover ob-
jects boundaries where edges present. In future work, we plan to
devise solutions to this problem.
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