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ABSTRACT 
This paper describes a method for estimating surfaces from 
stereo images. A single pair of stereo images can yield surface 
reconstruction for only a small volume of space. Since the 
scene may be large, images are obtained dynamically using 
different camera configurations through the control of focus and 
camera vergence. For smooth objects, this results in the 
reconstruction of surface patches that are contiguous and 
overlapping. These SeqGentially acquired surface maps are 
merged into a central, composite representation. During camera 
reconfiguration, unpredictable calibration errors may arise. 
Thexefore. this method permits small changes in calibration 
parameter values to achieve agreement between adjacent 
reconstructed patches in the areas of overlap. To integrate the 
different sources of depth information, and to balance the effects 
they have on the resulting surface estimate, the surface 
reconstruction problem is formulated as one of optimization. 

1. INTRODUCTION 
Most passive stereo methods attempt to estimate three- 
dimensional (3D) scene locations &om feature correspondences 
detected within a single pair of two-dimensional (2D) images. 
Due to a camera’s limited field of view, and because of 
occlusion. it is likely that some scene points of interest are not 
visible in both images. It is also possible that some scene points 
are not clearly imaged due to the limited depth of field of the 
lenses. For these scene locations. it is not possible to perform 
accurate stereo reconstruction. This represents a limitation of 
stereo surface reconstruction from a single image pair. 
It is therefore necessary to obtain additional images using new 
camera configurations and viewpoints. Such an approach is 
called active (or dynamic). especially when task-oriented criteria 
are used to select new camera configurations [l-5,8,10]. In 
addition to the extrinsic imaging parameters of camera location 
and orientation. intrinsic parameters such as focal length, focus, 
and lens aperture may also be variable and subject to 
algorithmic control in an active system. 
This paper presents an approach to active surface reconstruction 
from stereo images. In this approach, a system automatically 
selects an unmapped area of the scene, dynamically adjusts 
camera parameters to obtain images for this portion of the scene 
(this is the fixation process), and synthesizes a surface estimate 
in the vicinity of the fixated location. Thus, the method 
presented here consists of the iterative execution of two steps: 
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1) selection of new visual targets, and 2) surface reconstruction 
in the target area. 
Important aspects of this approach are now summarized. Depth 
information is extracted &om the visual cues of focus, vergence, 
and stereo and is integrated to produce local surface maps. As 
surface patches are reconstructed for merent parts of the 
surface, they are successively merged so that a global, 
composite map is created. When neighboring patches overlap in 
the composite map, the overlapping regions typically will not be 
in complete agreement. This is due in part to camera calibration 
inaccuracies, which at best can only approximately relate the 
internal imaging model to the physical world. Furthermore. 
with time and as camera configurations change. any initially 
calibrated parameters will represent the physical system with 
decreasing accuracy. This can result from such problems as 
gear slippage and component wear. In this approach. the system 
performs local self-calibration using the overlapping surface 
areas before and after each camera movement. Along with the 
visual cues of surface depth, these calibrated imaging 
parameters are incorporated into the overall optimization 
process, so that the resulting composite surface estimate 
represents a b a l a n d  combination of these sources of depth 
infomation. Therefore. this approach integrates image 
acquisition, camera calibration, and surface reconstruction into a 
single process which is formulated as an optimization problem. 
The method described here is limited to the reconstruction of a 
single contiguous surface; we do not consider fixation points 
across object (depth) discontinuities. An extended framework 
for multiple object reconstruction is presented in [6]. 
In Section 2 we summarize the different sources of surface 
depth that are integrated. Section 3 presents an optimization 
formulation of the integration process, and in Section 4 we 
outline a method for simplifying the optimization problem to 
obtain a solution. Section 5 describes an implementation and 
results, and Section 6 presents a summary. Due to space 
limitations, many details have been omitted and may be found 
in 121. 

2. THE INTEGRATED CUES 
In this section, we briefly describe the components which are 
integrated to guide the process of surface estimation. 
Stereo. Stereo disparity provides a powerful cue to object depth. 
Surface reconstruction from stereo requires in-focus images, an 
initial surface estimate, and the determination of 
correspondences. The stereo system utilized in this research is 
an extension of that described in [7], and imposes a hierarchical 
surface-smoothness constraint to guide the matching process. 
For a single fixation, the system produces a dense, local surface 
map. 



Vergence. Camera vergence refers to relative camera rotations 
which cause both optical axes to be aimed at a single scene 
location. Vergence movements may serve as cues to distance 
when the amount of rotation is known. The goal is to rotate the 
cameras until the binocular disparity is zero at the image 
centers. 
Focus. By changing the focus setting of a lens so that image 
blur is minimized, it i s  possible to obtain an estimate of object 
depth. This is an attractive source for distance information, 
since it is monocular, having no analog to the correspondence 
problem of stereopsis. 
Self-calibration. The problem of camera calibration has been 
studied extensively, but researchers have only begun to address 
the problem of self-calibration for stereo cameras [2.9.11]. We 
view camera parameters as additional variables that need to be 
computed to yield the best integrated surface estimate. 
initial calibration procedure provides the system with a vector j3 
of calibrated imaging parame-. As each new stereo image 
pair is acquired. the system uses j3 to obtain an initial estimate of 
the surface map for this image pair. If this map overlaps the 
previously obtained surface map, the system permits small 
changes in the calibrated system parameters so that the newly 
obtained surface map best agrees with the overlapping 
composite map. This means that-new system parameters j3 are 
estimated as a perturbation of j3. The final composite map 
results from the superposition of all sequentially acquired local 
maps. This method differs from most existing self-calibration 
methods in that no easily identiliable anchor points in the scene 
are needed. 

3. OPTIMIZATION FORMULATION 
In this section, we present a formulation for surface 
reconstruction that is intended to satisfy constraints on the 
surface structure imposed by the different depth cues discussed 
in Section 2. The problem of estimating surfaces is formulated 
as an optimization problem, based on an objective function 
which is to be minimized. This function is a linear combmation 
of several terms (components): 

The coefficients hi determine the relative contribution of each 
component. The first component, E,. is concemed with image 
contrast, and the next four components represent integration of 
different constraints for surface estimation. The last component, 
Ea, permits adaptive self-calibration for merging surfaces. The 
vector q represents actuator settings, reflecting the current state 
of the physical actuators (such as focus settings or camera tilt). 
As described earlier, p represents a set of calibrated system 
parameters which are updated during the optimization process. 
A local surface map S is synthesized by this process. and is 
merged with a composite map Sc . We now describe each of the 
components Ej. The functions w i ( x , y )  represent relative 
weights over the images. 
Optimize image contrast: Without appropriate contrast, image 
features may be difficult to detect. This is optimal only when 
the lens aperture is set properly, matching the level of image 
irradiance to sensor sensitivity. For two cameras, the apertures 
can be independently controlled so that the following criterion is 
minimized 

E, = I GO- JJ wczL dxdy I + I ~ ~ 0 -  JJ wCzR d ~ d y  I 

where the constant ECo is the desired average intensity level for 
the image region. 
Minimize image blur: When an image is in sharp focus, the 
energy in the image intensity gradient will be maximum. In the 
ideal, noiseless case, the following function tends to be 
mini" when both images are in sharpest focus: 

Minimize disparity at image centers: Crosscorrelation 
measures may be used to quantify the degree of similarity 
between two image regions, and may therefore be used to obtain 
a disparity measure for the image centers. When the following 
function is minimized, both cameras should be aimed at a single 
scene point 

[If wv? I R  dx&]' , 
E, =- r 

Optimize surface smoothness: When constructing a surface 
estimate S ( x ,  y ) f" stereo images, the system favors those 
surfaces which are smoother by penalizing high-frequency 
fluctuations in the surface. 

E, =Jf -[[ $1 '+2[ g] '+ [ 51 1 dxdy 
L J 

Depth estimates from separate depth cues should agree: The 
cues of focus, vergence and stereo provide four different 
estimates of the location of the point of fixation. Typically 
when the system is properly fixated, the depth estimates for all 
visual cues should agree. The degree to which these depth 
estimates differ is added as a penalty within the overall 
objective function. Let the function 6 represent the absolute 
difference of the reciprocal of the depths for two 3D points. If 
the four point estimates are denoted p L j ,  p ~ f ,  py. and p,. for 
left focus, right focus, vergence, and stereo, then the agreement 
function is 

Ep = W P L ~ .  P R J )  + ~ ( P W .  py) + W P R ~ ,  P V )  + WP,, PY) 
The first term is instrumental in detecting the presence of 
occlusions. The second two terms are used to verify that the 
vergence estimate agrees with the estimates f" focus. The 
final term compares depth from the stereo process with the 
vergence estimate. 
Optimize calibrated imaging parameters: Any discrepancy 
between S (the "local" surface map) and Sc (the composite 
map) is used to form an error term which guides the selection of 
new values for p. If the area of the overlapping region is of size 
A ,  then the following term can be used as a measure of 
disagreement between the two estimated surfaces: 

E a i = i J j  w a i l s  -ScI'dxdY 

The integration is performed only where both S and Sc are 
defined. An additional term is needed to penalize large 
deviations of from the initially calibrated values : 

Ea2 = w k  I Pi - bi I ' 
I 

The constants wpi determine the willingness of the system to 
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permit changes in the calibrated values. The component for 
self-calibration is therefore E, = E.1 + E,z. 

4. PIECEWISE OPTlMIZATION 
Optimization of the objective function given in Section 3 is a 
complex process that involves interleaving imaging with 
analysis. For ease of implementation, we have decomposed the 
global optimization of (1) into two independent subproblems: 

r 

The variables 41 and 42 represent aperture settings, and q’ 
represents the remaining actuator controls for lens control and 
camera orientation. This &couples aperture control from 
surface reconstruction. In the second equation, the focus and 
vergence components are fist optimized to obtain fixated 
images. and then the local surface estimate is obtained and 
merged with the composite map. This simplifies the 
computation and results in piecewise optimization. Additional 
details of the algorithm are given in [2]. 

5. IMPLEMENTATION AND RESULTS 
The algorithm was implemented with the University of Illinois 
Vision System (Figure 1) [2]. This system acquires stereo 
images from cameras which can tilt, pan, and verge under 
computer control. The host can also control lens settings of 
focus, aperture, and zoom. For the results shown here, the 
system performed several fixations on a single cylindrical 
object. 
First fixation. The system performs an exploratory fixation 
sequence, during which focus ranging and camera rotations are 
used to aim the cameras at a single object point. This involves 
minimization of the tenns E,. Er, E,,, and Ep in (2). A 
segmentation process then uses changes in focus to retain image 
areas only for the object portions which lie within the depths of 
field of the cameras. The stereo module is then invoked, and 
depth maps are obtained using coarse-to-fine reconstruction. 
The resulting surface map is shown in Figure 2. 
Second fixation. The next step in the automated mapping 
process is to select a new fixation point from that map. The goal 
is to select a new target so as to smoothly extend the scene 
description. In this case a target is chosen along the lower edge 
of the surface map. The system now fixates a surface location 
in the vicinity of this target, again using focus and vergence 
information. Distance information from the previous fixation is 
used where possible to assist in the construction of the second 
local map. Features from the previous images are not used. The 
resulting combined surface for the first two fixations is shown in 
Figure 3. The mean-squared difference between the two 
overlapping regions is O.ooOo28 m2. 
If the system were not permitted to utilize the calibration 
parameters f3 in the optimization of (2). then the combined 
surface from the two fixations appears as in Figure 4. The 
mean-squared error for the overlapping regions of the two maps 
is now O.ooOo71 m2. This is a degradation of a factor of 2.54 
compared to the case with optimization. 
Subsequent fixations. The algorithm now continues, 
automatically selecting scene targets, fixating, and incrementally 
building a composite surface map. For each fixation, depth 
estimation from focus, vergence, and stereo is integrated with 
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aperture control and camera calibration to yield a smooth 
composite surface estimate. Figure 5 shows the state of the 
composite map after 8 fixations. 

6. SUMMARY 
This paper has described a vision system which integrates target 
selection, image acquisition, surface reconstruction. and camera 
calibration to maintain an evolving, global, composite surface 
map. The system automatically scam a scene area to build a 
surface estimate for a single, contiguous scene region. 
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Tru~~lation unit 

Figure 1. A dynamic stereo camera system. Vergence units 
rotate the cameras independently. A stereo platform supports 
these units, and can undergo tilt, pan, and translation 
movements. 

Figure 3. Composite surface map after second fixation (view 
from left side). The local map from the first (second) hation is 
on the left (right) side of the figure. Where the two maps 
overlap, the minimum depth value is shown. 

Figure 2. Surface map from first fixation, resolution level 256 
x 256. Range values are referenced to the coordinates of the left 
image. Points on the object which are nearest the camera are on 
the right si& of the figure. 

Figure 4. Merge of first two surface maps without 
optimization. The second map has been constructed without 
any knowledge of the first. A more pronounced seam is visible 
where the two maps join. 

Figure 5. Composite surface map after eight fixations. This 
map is incrementally updated after each fixation. When 

 overlapping areas are present for subsequent fixations, the mean 
depth values are retained. 
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