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Abstract—We describe a scheme that achieves spatially scalablelow-resolution version of the video over high-priority channel
coding of video by employingnonscalablevideo encoders (e.g., and an enhancement layer over the low-priority channel. Also,
MPEG-2 main profile), along with a downsampler and an upsam- o6 go|ution to transmitting video over bandwidth-constrained

pler. The scheme is illustrated for the case of coding video at two h Isistot ital luti . fthe vid E
resolutions. The enhancement layer is coded in two steps by first Channeis IS 1o ransinit a IOWIESOoILILIoN VEISIon of te VIGeo. o

exploiting the spatial redundancy and then exploiting the temporal  browsing a remote video database, it would be more economical
redundancy. Hence, the scheme has a separable implementation.to send low-resolution versions of the video clips to the user and
Results are presented for five different sequences, coded for then, depending on his or her interest, progressively enhance the
three different combinations of base and enhancement layer bit ;

; aoF resolution.
rates. When MPEG-2 main profile is used for the nonscalable In thi h that achi tial
encoders, the results obtained are comparable to the performance n _|§ paper,.we propose a scheme that achieves spatia
of MPEG-2 spatial scalability profile. scalability by using twaonscalableencoders (e.g., MPEG-2

Index Terms—Discrete cosine transform (DCT), HDTy, Main profile), along with a downsampler and an upsampler.
MPEG-2, multiresolution coding, scalable video compression, Achieving the functionality of spatial scalability with standard

spatial scalability, subband decomposition. equipment that already contains a number of nonscalable
encoders is economically and practically very attractive.

. INTRODUCTION
A. Overview of Previous Work
O ACCOMMODATE the varied requirements on compu- A scheme for scalable compression of images using Lapla-
tational speed, bandwidth, and compatibility with existing. P 9 g Lap

equipment, many applications require that a compressed vi ian pyramid was first proposed by Burt and Adelson [2]. Later,

0 o ) .
. . : .. 1he subband decomposition of images [3], [4], along with the
stream be decodable at various resolutions and signal qualities. .
. . : eory of wavelets [5], removed the redundancy present in the
Of the various ways of achieving such scalable compression, we = °. : -
: . pyramid representation. Very efficient schemes, such as the em-

shall focus orspatial scalability

In spatial scalability, the video is coded at a hierarchy of spbedded zero-tree wavelet (EZW) algorithm of Shapiro [6] and

tial resolutions with each higher layer using the (decoded) Iow%'re procedure of get partitioning in hierarchical trees (SPIHT)
: - . introduced by Said and Pearlman [7] for such scalable com-
layers for spatial prediction [1]. In case of two resolutions, the . o .
. . . pression based on subband decomposition, have been devised
lower layer is called thbase layeand the higher layer is called - .
. . for still image compression.
theenhancement layeHence, to obtain the video at lower reso- . . .
However, the extension of such schemes to video is not

lution, only the base layer need be decoded, but to get the higg faightforward because exploiting temporal redundancy usu-
resolution video, both the base and enhancement layers need to 9 P 9 P Y

be decoded and combined. A special casdrigilcasin which ally’ involves recursive prediction (in the temporal direction).
the video at each of the vériouz resolutions is coded indepérh-is implies that the encoder and the decoder have to maintain
dently of the video at every other resolution. This is wasteful e samestate (prediction value) to avoid error propagation.

ence, if the decoder is able to only partially decode the

bandwidth because thg bitrate can.be reduped by explomn'g. S reeam, its state will not match with that of the encoder. This
redundancy across various resolutions as in spatial scalabili

Spatial scalability has many applications. It is used in HDT ads to error propagation, also cald,

to maintain compatibility with standard definition TV. For trans- Various sc:_heme; based on two-dimensional (2-D) [8]-{14]
- . . ._and three-dimensional (3-D) [15]-[18] subband decompo-
mitting video over dual-priority networks, we can transmit Q. . . . . .
Sitions, with and without motion compensation, have been

proposed. These schemes extend the ideas from scalable image
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by predicting either its pixel values or its transform coefficientsides an affordable path to high-definition broadcasting while
The spatial scalability scheme adopted in MPEG-2 predicts thmintaining compatibility with existing standards and equip-
pixel values using a weighed combination (on a macroblock lnyent. For example, various HDTV encoders in the market em-
macroblock basis) of an upsampled version of the low-resolploy six SDTV encoders (which already exist on their standard
tion frame, and a motion-compensated version of the previoeguipment) to get the effect of an HDTV encoder [20], [21].
reference frame. This allows for coding the video at two diffhis makes the equipment for SDTV encoding more attractive
ferent bit rates. The fine granularity scalability (FGS) adopted to the broadcasters, who can use the same equipment for HDTV
MPEG-4 allows for coding the video at a variety of bit rates [19proadcasting when they are ready for it. Such equipment also al-
The enhancement layer codes the difference between the ologys for switching between SDTV and HDTV transmissions.
inal and the picture reconstructed from the base layer using bit-Our scheme works with any nonscalable encoders. However,
plane coding of discrete cosine transform (DCT) coefficientae will illustrate our scheme for the case of MPEG-2 encoder,
Unlike MPEG-2, recursive temporal prediction is not used iwhich is widely used for encoding high-definition video. The
the enhancement layer which can be truncated into any numbeheme does not require any special hardware apart from a
of bits per picture after encoding is complete. The enhancemelotvnsampler, an upsampler, and two nonscalable encoders.
layer quality is proportional to the number of bits decoded. The scheme works in a sequential fashion by first exploiting
The transform coefficients of the enhancement layer can thee spatial redundancy and then exploiting the temporal redun-
predicted in the following manner while exploiting temporal redancy on a frame-by-frame basis. Also, there are no weights to
dundancy [10], [11], [13]. A motion-compensated prediction dfe chosen for combining the spatial and temporal predictions.
the current high-resolution frame is formed by replacing eadthe scheme is described in Section Il
block by its prediction (closest match in MSE sense) in the pre-
vious decoded high-resolution reference frame. This motio@: Organization of the Paper

compensated prediction is _decomposed with _di_screte WaVEIeéection Il describes the spatial scalability scheme used
transform (DWT), and the high-frequency coefiicients are us?rq MPEG-2. Section Ill describes our scheme for spatial

as prediction for the corre;ponding high—frgquency Cgeﬁidené%alability. Section IV describes the downsizing and upsizing
of the subband decomposition of current high-resolution framsechemes used in MPEG-2 and our DCT-based schemes. Sec-

The residual (prediction error) thus obtained is quantized aﬂgn V presents our results for several sequences. Conclusions
coded directly [11], or first DCT transformed and then quang . presented in Section VI

tized and coded [10], [12]. This approach has the following two
problems.

» The low-frequency components of a block play a crucial _ ) .
role in deciding its motion-compensated match in the pre-A block diagram of the MPEG-2 spatial scalability scheme

vious reference frame. However, only the high-frequenégz] is, shovyn in Fig. 1(a). We iny conside.r the case.in which
components are predicted after motion compensati N video is .coded.at two d|fferen_t spatial resolutions, t.he
Since most blocks have significant energy in the low-fr ligher resolution being double the size of the lower resolution
quency components, motion compensation will be n%ﬂ each direction. Each frame is downsampled (the downsam-

. L . : ing scheme need not be standardized) to produce the lower
very effective at minimizing the energy in the residual o . .
) resolution frames. These frames are coded using a nonscalable
the high-frequency components.

scheme,e.g., the main profile of MPEG-2. The compressed

) If'the predicted block con.tams parts Wh'?h are shifted V€iream containing the video at the lower resolution is called the
sions of the corresponding parts of original block, theg, oo layer.

prediction of the high-frequency components will suffer \q,y “consider how the enhancement layer is created. As

Il. SPATIAL SCALABILITY IN MPEG-2

(because the DWT is shift-variant). shown in Fig. 1(b), the macroblock in the current frame is
predicted using a convex linear combination of two mac-
B. Motivation for the Proposed Scheme roblocks. The first macroblock is the motion-compensated

) . macroblock of the current macroblock [the MC macroblock

In the above section, we saw the problems associated Withy, e obtained from the most recently decoded full-resolution
predicting the high-frequency coefficients of the 2-D subbang, me (P frames), or from a combination of past and future
decomposition of a frame by motion compensation on the sgaference macroblocks (B frames), or it can be simply a
tial-domain frames (which have predominantly low-frequencyniform block of grayscale 128 (I frames)]. This macroblock
content). In our scheme, we use motion compensation to dire&Btves to exploit temporal redundancy. The second macroblock
match the high-frequency contents which are to be coded in {8&btained by upsampling the corresponding 8 block in the
enhancement layer. This is achieved by performing motion cogurrent decoded low-resolution frame. This macroblock serves
pensation on a spatial representation of the high-frequency camexploit spatial redundancy.
tents (e.g., edges in the high-resolution frame).

Another feature of our scheme is that it employs two non- IThe lower resolution frames could be coded with any standard, not neces-
scalable encoders, along with a downsampler and an upsampiety MPEG-2, because to code and decode the higher resolution frames, we
Achieving the functionalty of spatial scalabilty with equip-£ay e e sbie o e o et e ks sluon tames, e oo
ment containing a number of nonscalable encoders is €CONQfies. n act, this is how one can maintain compatibility with other standards
ically and practically very attractive. Such functionality prousing spatial scalability.



IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 13, NO. 10, OCTOBER 2003

995

ENCODER DECODER T'o
Prediction — =]
>0
IN IN2 :| Spatial Enhan- | i ( Spatial Enhan- | QUT2 o
cement Encoder = cement Decoder ' 0]
\ st Y Y P ~
Il Decoded High | |
l Resolution : Frame X
5 . || Frame Y | | |
- Spatial Spatial | | | |
8o Interpolator Interpolator | | | |
Do | | | |
89 t | I | |
ua llpecoded Small: I[Decoded Small:
llResolution l|Resolution I
oo (l2) | l
| E——— _;_I | Ap——— 7_I
i / /
IN1 Base K( .| Base obT1 Previous Current
Encoder ')) Decoder > Ref. Frame Frame
(€Y
/2
(a) «~—— . PUFI
— S N
16x16 o e 7
MC predicted - (%
and decoded o, gxg DCT
from previous 1-w %)
frame 4]
16x16 | O
NxN DCT |
Current ——t
Prediction ] |
| oXfe)
16x16 | |
. o -\t
Spatially | NxN IDCT
interpolated | N v
from base layer | 4
N_N —
X» IDCT
- \ 272 _ﬂ
A =
8x8 & &
Base c%
Layer

(b) ©

. 2. (&) Our spatial scalability scheme. (b) DCT downsampling scheme.
DCT upsampling scheme.

(b)

Fi
Fig. 1. (a) Spatial scalability scheme in MPEG-2 [1]. (b) Forming thgc)g
spatiotemporal prediction for current macroblock in MPEG-2.

In the spatial scalability profile of MPEG-2, the linear - . .
combining weightw is allowed to have only three values, viz.r?Oted before, fmdmg a globally optimum weight is _computa_—
w € {0,0.5,1}. Further, these values cannot be used arbitrarﬁ nally very expensive. We propose a sqheme thatfirst exploits
for all macroblocks. In the case of interlaced video, two weightd€ Spatial redundancy and then exploits the temporal redun-
(w1, ws) are allowed per macroblock, one per field. Hence, f¢fancy without any weights to be chosen. _
each macroblock one has to choose from nine pairs. This wouldl he basic idea of our scheme for the case of two resolutions
require four bits per macroblock to represent the choice tgeneralization to include more resolutions is straightforward) is
weights. However, in MPEG-2, various combinations of thedéustrated in Fig. 3 [see also Fig. 2(a) for notation and details].
pairs are put in four tables. Each table contains a maximubhere are four steps.

of four pairs and one table is allowed per picture (frame). For 1) Decide on a downsizing and an upsizing scheme.
example, table 01 contains the pairs (0, 1), (0, 0.5), (0.5, 1), 2) create a low-resolution version of the video using the
and (0.5, 0.5). Hence, if we decide to use table 01 to code the downsizing scheme on each frame. Code the low-reso-
current frame, then we have to choose one pair from these four | tion video with a nonscalable encoder, like MPEG-2, to
pairs per macroblock of the current frame (i.e., all nine pairs getthe base layer. The enhancement layer is created in the
are not possible). next two steps.

Making an optimal choice of table per picture and then 3) A spatial predictionX, of the current frame is formed
choosing an optimal weight pair (from the table) per mac- by upsampling the |O\SN-I‘GSO|Uti0n (decoded) frame, and
roblock of the picture can be computationally very intensive. the residual (error) frameX( — X.) is calculated Henc'e

this spatial residual represents the new information in the
current frame with respect to its lower resolution version.

It mainly consists of edges in the high-resolution frame.
The same procedure is repeated at the previous reference
frame (using decoded versions of high and low-resolution
frames) to get its spatial residudl (— Y;).

I1l. PROPOSEDSCHEME

The MPEG-2 spatial scalability scheme attempts to exploit
both the spatial and temporal redundancy at the same time, i.e.,
once the weight for the spatial prediction is decided, the weight
for the temporal prediction is fixed, amite versaFurther, as
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Original <> Base Layer IV. DOWNSIZING AND UPSIZING SCHEMES

Sequence Sequence

The decoupled scheme described above could be used with
any downsizing and upsizing schemes. In Section IV-A, we
describe the DCT-based scheme that was proposed in [23].
Section IV-B describes the resizing schemes used in MPEG-2.
Section V reports results for all four possible cases (using
our decoupled or MPEG-2 spatial scalability scheme, with
MPEG-2 or DCT-based resizing scheme).

Enhancement
Layer

Encoder
Fig. 3. Alternate representation of our scheme shown in Fig. 2(a). We shall on_ly consi@er the case in which the high'reS(?IUtion
frames are twice the size of the small-resolution frames in each
) ) direction. Let the high-resolution frames be divided ipto< N
4) The temporal correlation between these two residualsygcks (we uséV = & in our results). Each of thi&/ x N block
exploited by predicting the current spatial residugl{ s independently downsized #8/2 x N/2 block, as shown in
X,) from the previous spatial residual’(— Y;) using  Fig. 2(b). Basically, théV x IV block is transformed using DCT,
block motion compensation. and theV/2 x N/2 low-frequency coefficients are inverse trans-

In this manner, we have also removed the temporal redundan]cormeOI using/2 x N/2 IDCT to get a spatial block, which

) . L ! 1€%a downsized version of the originAl x N block. The up-
The resulting residual (which is actually a residual of th . . .
spatial residual) is DCT transformed, quantized, and coded ampling scheme is exactly the reverse of the downsampling

in MPEG-2. We see that one nonscalable MPEG-2 encoci%r) eme. A given small-size image is divided ing2 x N/2

for the base layer and one for the enhancement layer, al cks, and each block is transformed usiig2 x N/2 DCT.
: Y ) yer transformed block constitutes low-frequency coefficients of
with a downsampler and an upsampler, suffice to produ &

the spatially scalable stream. It can also be expected th [V x N DCT block whose high-frequency coefficients are

. . . 8de equal to zero, as shown in Fig. 2(c). Hence, the spatial
block of spatial residual of current frame will match a block o redictionX; of X contains all the low-frequency coefficients
spatial residual of previous frame at approximately the sa

) . L . X: in this sense, the predictiok, capturesall the spatial
shift as the corresponding spatial high-resolution blocks wo gdundancy betweeK and its downsized version available in
match. Hence, the motion vectors used in the base layer @R

: . base layer. Fast and compressed domain implementation of
ll;?grpscaled to predict the motion vectors for the enhancemﬁpese schemes is provided in [23].

When the enhancement and base layers are each in interlaced

Motion compensation is known to be very effective at reiormat (as in interlace—interlace spatial scalability), the proce-
moving temporal redundancy in a video sequence. Howevgire described above is applied to each field individually. When
motion compensation is not very effective on the frequency dehey are in a progressive format (as in progressive—progressive
main coefficients (which are obtained by using a transform thepatial scalability), we apply it to each frame.
is typically shift variant). In our scheme, motion compensation
for generating the enhancement layer is carried out on the s
tial-domain residual images. The spatial-domain residual ima
(X — X, orY —Y;) corresponds to a spatial representation of First, consider the case of interlace—interlace scalability
the high-frequency components of the corresponding high-regghere both the enhancement layer and the base layer are to be
lution frame. In other words, we can view the residual image @gded in an interlaced format [1]. Also, for now consider only
the inverse transform of the high-frequency components of th& juminance component.
high-resolution frame, Wh_ile the low-frequency compqnents areThe downsampling scheme, which is not part of the MPEG-2
zeroed out. The residual images are temporally predicted usiignqard, is implemented in the following three steps as outlined
motion compensation to get the final residual images which §¢e1]: 1) deinterlacing of each field; 2) horizontal downsam-
(DCT) transformed, quantized, and coded. Being able to e@ying by two; and 3) vertical downsampling by four for each
ploy motion compensation in this manner yields very effectig|g. Deinterlacing refers to interpolating the samples corre-
compression. sponding to the other field. Thus, when deinterlacing the top

If we use the downsampling and upsampling schemes dield, we interpolate samples corresponding to the bottom field
scribed in [23], we can preserve all the low-frequency comp¢so that the top field now becomes the size of a frame). The
nents of current high-resolution frame, i.e., the spatial residddier usedis(—1/16,1/2,1/8,1/2,—1/16), whichis also used
consists merely of the high-frequency coefficients of each blodkiring upsizing in MPEG-2. Here, the tap 1/8 multiplies the
(ignoring the effect of quantization). row in the bottom field that is being interpolated in the top

Our scheme, as described in this section, is called#weu- field. Horizontal downsampling (i.e., filtering followed by drop-
pledscheme, because it decouples the exploitation of spatial gnidg every other column) of each row is then carried out using
temporal redundancies for spatially scalable compression. the odd-length filtef —29, 0, 88, 138, 88, 0, —29)/256. Vertical

A. DCT-Based Downsizing and Upsizing Schemes

a-
e MPEG-2 Downsizing and Upsizing Schemes
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TABLE |
PSNROF LUMINANCE COMPONENT WITH BASE AND ENHANCEMENT LAYERS CODED AT VARIOUS BIT RATES. EACH SEQUENCE
HAS FRAME SIZE OF 720x 480 AND FRAME RATE OF 30 FRAMES/S. THE PSNRs REPORTED AREAVERAGE VALUES OVER 150
FRAMES. THE FIRST FOUR COLUMNS ARE FOR THEFULL-RESOLUTION FRAMES AND THE LAST TwO COLUMNS FOR THE BASE-LAYER
FRAMES. THE NUMBERS IN BRACKETS DENOTE THE IMPROVEMENTS OVER THE PSNR VALUES FOR MPEG WT (THE MPEG-2 $ATIAL
SCALABILITY SCHEME) OR OVER THE BASE MPEG PSNR \ALUES. DETAILED EXPLANATION OF NOTATION IS GIVEN IN SECTION V.
(a) BASE LAYER AT 2.0 Mbits/s AND ENHANCEMENT LAYER AT 3.0 Mbits/s.
(b) BASE LAYER AT 2.5 Mbits/s AND ENHANCEMENT LAYER AT 3.5 Mbits/s.
(c) BASE LAYER AT 4.0 Mbits/SAND ENHANCEMENT LAYER AT 6.0 Mbits/s.

Seq mpeg_wt det_wt dect.dc mpeg-dc | Base MPEG | Base DCT
Football 334 33.9(+0.5) | 33.1(-0.3) | 32.6 (-0.8) 34.6 35.1 (+0.5)
Bike 26.8 27.3(+0.6) | 26.6 (-0.2) | 26.1(-0.7) 28.5 29.2 (+0.7)
Cheers 28.0 28.5 (+0.5) | 27.5(-0.5) | 27.1 (-0.9) 27.6 28.5 (+0.9)
Tt 29.8 30.2 (+0.4) | 29.6(-0.2) | 29.3 (-0.5) 36.9 36.5(-0.3)

Susie 40.5 40.9 (+0.4) | 40.1(-04) | 39.4 (-1.1) 42.4 43.2 (+0.8)
@)

Seq mpeg_wt dct_wt dct_dc mpeg.dc | Base MPEG | Base DCT
Football 343 34.9 (+0.6) | 34.2(-0.1) | 33.6 (-0.7) 36.1 36.5 (+0.5)
Bike 27.6 28.3 (+0.6) | 27.6 (-0.0) | 27.0 (-0.6) 29.8 30.4 (+0.6)
Cheers 28.9 29.5 (+0.6) | 28.6(-0.3) | 28.1 (-0.9) 28.9 29.8 (+0.9)
Tt 30.5 30.9 (+0.4) | 30.4 (-0.1) | 30.0(-0.5) 38.2 37.8 (-0.4)

Susie 40.9 41.3 (+0.4) | 40.5(-0.3) | 39.8 (-1.1) 43.3 44.1 (+0.9)
(b)

Seq mpeg_wt dct_wt dct_dc mpeg.dc | Base MPEG | Base DCT
Football 37.1 37.6 (+0.6) | 37.0(-0.1) | 36.4(-0.7) 39.2 39.6 (+0.4)
Bike 30.5 31.3 (+0.7) | 30.7 (+0.1) | 30.0 (-0.6) 33.0 33.6 (+0.6)
Cheers 319 32.7(+0.8) | 31.9 (+0.0) | 31.0(-0.9) 32.0 32.9 (+0.9)
Tt 32.6 33.1(+0.4) | 32.7 (+0.0) | 32.2(-0.4) 41.1 40.8 (-0.4)
Susie 42.1 42.6 (+0.5) | 41.8(-0.3) | 41.1(-1.0) 452 45.9 (+0.7)

©

downsampling is implemented in two steps: first, downsampdent rows to double the number of rows. Bottom-field values are
by the odd-length filte(—29, 0, 88,138, 88,0, —29)/256, and not used when interpolating the top field, and similarly for the
then downsample again by the same filter. The center of thettom field.
odd-length filter is made to coincide with the position of the Now, consider progressive—progressive scalability where
rows corresponding to the top field. Since the vertical filtdboth the base and enhancement layers are coded in progressive
lengths used are odd, this will give us a row situated at altdormat (as frames rather than fields). The downsizing (for both
nate locations, corresponding to the rows of the top field. iminance and chrominance components) is accomplished by
similar procedure is adopted for the bottom field except that @ownsampling in horizontal and vertical directions, each using
the last step of vertical downsampling, we first downsample hilge odd-length filter(—29,0,88,138,88,0,—29)/256. The
the odd-length filter given before, but then downsample by thisizing, which is part of the standard, is accomplished by
evenlength filter given by(—4, 23, 109, 109, 23, —4) /256. This  bilinear interpolation with filtef0.5, 0.5) in both the horizontal
way, each row corresponding to the downsized bottom field wiind vertical directions.
lie at the center of the corresponding two rows of the top field.
Hence, the downsized frame is also interlaced.

Upsampling is standardized and is carried out as described
next. First, consider upsampling the top field. This is first dein- We have used the MPEG-2 encoder provided by the MPEG
terlaced as described above in downsampling to double its vBoeftware Simulation Group [24]. This implementation provides
tical size. Horizontal size is doubled by simple averaging in hathe MPEG-2 nonscalable codec, but implementation for spatial
izontal direction [using the filte0.5,0.5)]. This gives the top scalability is not provided. We modified their code to implement
field of the upsized frame. For the bottom field, the proceduretise coding of the enhancement layer. For this implementation,
similar except that before horizontal interpolation, the deintethe motion vectors for the enhancement layer were obtained in-
laced field is resampled at the midpoint of its rows (by averagimgpendently of the motion vectors for the base layer. Also, we
adjacent rows). This positions the deinterlaced field rows at théow all of the nine possible pairs (one per field) of weights (see
center of the corresponding rows of the top field. Section Il) for each macroblock. MPEG-2 allows four out of

The same procedure is followed for the chrominance sampldae possible pairs (one per field) of weights (see Section I1) for
except that the deinterlacing filter is simple averaditg, 0.5), predicting each macroblock of a given frame. Our implementa-
i.e., deinterlacing of the top field is done by averaging its adjéion of MPEG-2 spatial scalability allows all the nine pairs. This

V. RESULTS
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can only improve the performance of MPEG-2 scalability, anldPEG-based downsampling scheme. The perceptual quality
hence, we would be comparing our results with the best perfaf-the frames is about the same.
mance possible with MPEG-2.
We have provided results on five sequences: Football, Cheers VI. CONCLUSION
(Cheerleaders), Tt, Bike, and Susie. Each sequence has a frame

size of 720 (W) x 480 (H) and frame rate of 30 frames/s. The ln. this paper, we mtrodu_ced a scheme for spgtlally scalable
éjmg of video by employing two nonscalable video encoders

motion-vector search ranges for Football, Cheers, Tt, and SU%T .
g along with a downsampler and an upsampler. PSNR results were

sequences were chosen as the 95% probability search range . . T
(containing 95% of the motion vectors) reported in [25]. Th r%sented for five sequences for three different combinations of

group of pictures (GOP) consists of 15 frames, and the distancaese_Iayer and enhancement-layer bit rates. The scheme works

between reference frames is three. Hence. the GOP Structurmasequential manner. It first codes the small-resolution frames
\BBPBBPBBP : ' &j&vnsampled versions of large-resolution frames), and then

Th Football. Ch T d Bik q odes the difference between the original high-resolution frames
e sequences Football, Cheers, Tt, and Bike are code Hbltheirspatial predictions derived from the decoded small-res-

in.terlace—inte'rlace spatial ;calability mode and Susie is COdt?Igltion frames. Both the small-resolution frames and the dif-
with progressive—progressive mode [1] (see Section IV for dgsence frames can be coded using a nonscalable encoder such
tails). _ _ as the main profile of MPEG-2. Hence, there are no weight
Results are shown in Table | for the luminance componepfyles or weights to be chosen to exploit the spatial and tem-
at various bit rates for the base and enhancement layers. ‘Hags| redundancies. Further, we use motion compensation on the
first four columns show results for the full resolution framegiference frames since these frames are represented in spatial
and the last two columns for the base layer frames. In the exprggmain. Compatibility with an existing standard like MPEG-2
sions mpeg_wt, dct_wt, dct_dc, and mpeg_dc, the first word desn be maintained by coding the base layer with that standard.
notes the downszing/upsizing scheme used: either the MPE@yRen the MPEG-2 main profile is used for the nonscalable en-
scheme as described in Section IV-B, or the DCT-based schega@lers and the DCT-based (described in Section IV-A) scheme
as described in Section IV-A. The second word denotes tkeused for downsizing and upsizing, the PSNR performance of
spatial scalability scheme being used: either the weighted (w{)r scheme is typically within 0.3 dB of the MPEG-2 scala-
scheme used in MPEG-2 (as described in Section Il), or our dsiity scheme, and the perceptual quality is the same as for the
coupled (dc) scheme described in Section Ill. Hence, mpeg_MPEG-2 spatial scalability scheme.
refers to the spatial scalability scheme in MPEG-2, whereasWe also presented results for a scheme (dct_wt) that simply
dct_wt refers to the MPEG-2 scheme but with the downsizingplaces the bilinear downsampling and upsampling schemes
and upsizing operations replaced with our DCT-based dowin-the MPEG-2 spatial scalability scheme with the DCT-based
sizing and upsizing schemes. schemes described in Section IV-A. Typically, this yields
We see that dct_wt performs best and the performance ®5-dB improvement in PSNR, though the perceptual quality of
dct_dc s close to that of mpeg_wt. The perceptual quality of tidecoded frames is about the same.
frames is about the same. Note that the improvement of dct_wt
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