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ABSTRACT 
In this paper, we present an object contour tracking ap- 

proach using graph cuts based active contours (GCBAC). 
Our proposed algorithm does not need any a priori global 
shape model, which makes it useful for tracking objects 
with deformable shapes and appearances. GCBAC are not 
sensitive to initial conditions and always converge to the 
optimal contour within the dilated neighborhood of itself, 
Given an initial boundary near the object in the first frame, 
GCBAC can iteratively converge to an optimal object bound- 
ary. In each frame thereafter, the resulting contour in the 
previous frame is taken as initialization and the algorithm 
consists of two steps. In the first step, GCBAC are applied 
to the difference between this frame and its previous one. 
The resulting contour is taken as initialization of the second 
step. which applies GCBAC to current frame directly. To 
evaluate the tracking performance, we apply the algorithm 
to several real world video sequences. Experimental results 
are provided. 

1. INTRODUCTION 

Object contour tracking is useful in various real world ap- 
plications, such as video surveillance and video conferenc- 
ing. All these applications require robust and efficient visual 
tracking which is still an open problem. In most of the ap- 
plications. the camera keeps still so that the background is 
unchanged while the objects are moving within the field of 
view. This makes the tracking problem easier than the one 
with a changing background. However. there are still many 
difficulties even in this simplified scenario, such as the pres- 
ence of other moving objects. 

Various contour tracking approaches have been proposed 
in computer vision literature. Snakes [ l .  21. the active con- 
tour models. have proved to be very effective in extract- 
ing object contourS in images and tracking them in video. 
Snakes depend upon external and internal energies to pull 
the contours towards desired image features while keeping 
the contour smooth. Many methods, such as dynamic pro- 
gramming 13. 41 and level sets [5] have been proposed to 
drive the snakes gradually to the desired place. However. 

the contour evolution may easily get stuck in local minima 
and is thus sensitive to initial conditions. Parametric mod- 
els, where the deforming contour is described using a few 
parameters 161, have been successfully used for the cases 
where the topology of the extracted contour is simple. The 
condensation algorithm [7] explores the prior knowledge 
of shape and motion by using a stochastic framework and 
propagates the conditional probability densities over time. 
However, it requires accurate models for both shape and 
motion dynamics and the required number of samples grow 
exponentially with the dimension of the state space. The op- 
timal radial contour method of [8] uses a radial contour rep- 
resentation together with some a priori global shape model 
which allows the global optimal solution to be found using 
dynamic programming. 

In this paper, we present an approach which uses graph 
cuts based active contours (GCBAC) [9] to track object con- 
tours in video sequences captured from a single stili camera. 
Unlike most of the other active contour methods. GCBAC 
do not get stuck in local minima and are not sensitive to ini- 
tial conditions. Given an initial boundary near the object, 
GCBAC can iteratively deform to the desired object bound- 
ary. In each frame, the resulting contour in the previous 
frame is taken as initialization and our approach takes ad- 
vantage of both the intensity information within this frame 
and the difference between this frame and its previous one 
to find the new object contour using GCBAC. 

our tracking algorithm in detail. Experimental results are 
provided in Section 3. and Section 4 presents some con- 
cluding remarks. 

In Section 2, we review the GCBAC approach and present 

2. OUR APPROACH 

2.1. Graph cuts based active contours 

The graph cuts based active contours(GCBAC) approach 
was first proposed in [9] for iterative object segmentation. 
In each iteration, the object segmentation problem is formu- 
lated as a multi-source multi-sink S-t minimum cut problem. 
Graph-theoretic description of single s - t minimum cut can 
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be found in many graph theory textbooks [IO. 1 I]. The min- 
imum cut considered in this paper is required to separate 
multiple source nodes from multiple sink nodes. An opera- 
tion on a graph G called node identification identifies a set 
of nodes {vl ,vz ,  ..., vn} as a single new node v. deleting 
self loops. if any, and merging parallel edges, as shown in 
Fig.]. Node identification allows us to use single s - t min- 
imum cut algorithms to solve the multi-source multi-sink 
minimum cut problem by merging the multi-source into a 
single source and the multi-sink into a single sink respec- 
tively. 

Fig. 1. Node identification. (a) Node V I ,  zlz, va are merged 
into a new node v. (b) Self loops are deleted and parallel 
edges are replaced by a single edge. 

Given an initial boundary, the GCBAC algorithm con- 
sists of the following steps: 

1. Dilate current boundary into an area of interest with an 
inner boundary and an outer boundary, as shown in Fig.2. 
2. Represent the data within the area of interest using an 
adjacency graph of edge connectivity. Edge weights are de- 
fined as in [9]. 
3. Identify all the nodes on the inner boundary as a single 
source s and identify all the nodes on the outer boundary as 
a single sink t. 
4. Compute the s ~ t minimum cut to identify a new bound- 
ary that optimally separates the inner boundary from the 
outer boundary. 
5. Return to step 1 until the algorithm converges. 

Area of interest sinks 

T 
Extract sink and source5 

Fig. 2. Using dilation to get sources, sinks and area of in- 
terest. 

Dilation used in step 1 leads to several advantages. First. 
it generates an area of interest in which the resulting bound- 
ary is globally optimal. Second, if the data is homogeneous 
within the area of interest. since the cost function is the sum- 

mation of the edge weights along the cut, the contour will 
shrink. This is useful when the object lies within a sim- 
ple background and the initial contour is much bigger than 
the real object contour. In that case, the GCBAC will con- 
tract until it hits the object boundary. Third. dilation gener- 
ates an inner boundary which is grouped as multiple sources 
and is always contained in the S part of the resulting s - t 
minimum cut. Since the min-cut is prone to yield a small 
region, the use of node identification ensures that the result- 
ing boundary in each step should be bigger than the inner 
boundary of previous one. 

2.2. Object contour tracking 

The resulting object contour in the previous frame is a good 
initialization for our algorithm in current frame of the video, 
if we assume that the object doesn't move too fast and the 
position of the object doesn't change a lot in consecutive 
frames. 

In this section, we propose to incorporate both the inten- 
sity information of current frame and the difference between 
current frame and the previous one to track the object con- 
tour, with the aim of improving results over the case when 
either information is used alone. 

2.2.1. Tracking using only the intensiy information of cur- 
rent frame 

(a) Desired contour. 

(c) Resulting contour. 

(b) Desired contour. 

(d) Resulting contour. 

Fig. 3. Errors when single frame intensity information is 
used. (a, b) Desired object contours. (c) Resulting contour 
is distracted by the cluttered background. (d) The error ac- 
cumulates with frames. 

We first apply the GCBAC approach to the video se- 
quences using only the intensity information. Taking the 
resulting contour in the previous frame as initialization. the 
algorithm works well for the cases where the background 
is simple. However. it fails when the background together 
with the object provides some false contour which is the op- 
timal one within its neighborhood. It becomes even worse 
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when the error accumulates. Since we do not have an a 
prioriglobal shape model to control tracking. the false con- 
tour may wander away from the desired contour and finally 
get lost. Fig.J(a) shows an example of the desired contour. 
Since there is a strong vertical edge to the left and above, 
the contour shown in Fig.J(c) is the result we might get in 
this frame. When the object is moving to the right. the error 
accumulates and the contour will be distracted far away, as 
in Fig.3(d). from the desired one shown in Fig.3(b). 

2.2.2. Tracking using diNerences between two consecutive 
kames 

(a) Frame 94. (b) Frame 95. (c) Frame 96. 

. 
(d) Frame 97. (e) Frame 98. (0 Frame 99. 

Fig. 4. Errors of only using differences between consecu- 
tive frames. (a)-(O show 6 consecutive frames of a video 
sequence and an object is moving from left to right. In each 
frame, the resulting contour shows a lag on the side opposite 
to the direction of movement. 

Since in most cases, the camera keeps still while captur- 
ing the video sequences, we can take advantage of this and 
use differences between two consecutive frames to elimi- 
nate the effect of complex background. The difference be- 
tween current frame n, and previous frame n - l, is com- 
puted as d l  = abs(I, - In-,). This difference informa- 
tion is used to compute edge weights in the corresponding 
graphs in GCBAC algorithm and accordingly we can ex- 
pect that the resulting contour will not be distracted by the 
background since the background is cancelled. However. 
the tracking result is not accurate since the difference in- 
formation between two frames does not provide accurate 
information about where the real boundary is. As in Fig.4. 
the result of each frame shows a lag on the side opposite to 
the direction of movement. Fig.il(a)-(f) are 6 consecutive 
frames and the person is moving from left to right. As we 
can see in the figure, the resulting contours are not accurate 
at the left side of the boundary-some additional areas are 
included in the resulting contours. It is because these ar- 
eas are within the object boundaries in the previous frames. 
Also, if an object keeps still for a while, the tracker will get 
lost since no difference is found between two consecutive 
frames. 

2.2.3. A two-step tracking algnrithm 
Our tracking algorithm is a combination of the two pro- 
cesses mentioned above. The flowchart of the algorithm is 
shown in F i g 5  First, we apply the GCBAC on the differ- 
ence data which is defined as S I  = abs(I, - I”-,). Sec- 
ond, using the resulting contour from the first step as ini- 
tialization. we apply the GCBAC again to the image data of 
current frame to get a final result. We use a heuristic tech- 
nique in the first step to prevent the error caused by the low 
difference between two consecutive frames. If the amount 
of difference within a neighbor area of the initial contour 
is less than a preset threshold, we consider that the object 
is not moving and the initial contour is sent directly to the 
second step. So the initialization of the second step will 
be either the initial contour, or the resulting contour of the 
first step. The key advantage is that the errors cawed by the 
background no longer accumulate, and at the same time, the 
tracked contour is more accurate than when only difference 
information is used. 

Resulting 

frame n-1 

Resulting 

frame n-1 

Resulting 
+contour of 

frame n 

an frame n 

Resulting 
contour of 

Fig. 5. Sketch of our algorithm using GCBAC. 

3. EXPERIMENTAL RESULTS 

To validate the robustness and efficacy of our GCBAC based 
contour tracking algorithm. we test it on several video se- 
quences with cluttered background. In the test sequences, 
the object motions include translation and rotation. The 
translation could be in any direction so that the object size 
might be changing. The rotation of the object changes its 
shape and appearance. Also, in our test sequences, the ob- 
ject may be occluded by another moving object. Fig.6 shows 
that our algorithm can handle the rotation of the head, where 
the appearance and shape are changing. Fig.7 shows a dif- 
ferent rotation and translation of the head. Fig.8 shows the 
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____ ....... __. .. . .  
(a) Frame 1-2. (b) Frame 1-12, (c) Frame 1-22. 

.. .... 

-__- .__ ....... 
(d) Frame 1-32. (e) Frame 1-42. ( f )  Frame 1-52 

Fig. 6. In this sequence, the head is rotating so that the 
tracked object is changing its appearance and shape. 

robustness of our algorithm when a moving hand occludes 
the face in part of the sequence.' 

- -, ' I- 

(a) Frame 2-5. (b) Frame 2-10, (c) Frame 2-15 
~ _ _ ~  ........ ___. 

i 2 L. .  ... d L. ........ 
(d) Frame 2-20, (e) Frame 2-25. (0 Frame 2-30 

Fig. 7. In this sequence, the head is rotating and translating. 

4. DISCUSSION 
In this paper. we proposed a two step contour tracking ap- 
proach using graph cuts based active contours (GCBAC). 
This approach takes advantages of both the intensity infor- 
mation of a frame and the difference between consecutive 
frames. The approach does not require an a priori global 
shape model and the resulting contours are globally optimal 
within their neighborhoods. The experimental results are 
promising. 

The most time consuming part of the proposed approach 
is the s - t minimum cut algorithm, which runs in polyno- 
mial time. The ongoing work includes implementing faster 
s - t minimum cut algorithm using a divide and conquer 
strategy. 
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