
Automated Registration of Multimodality Images by Maximizationof a Region Similarity MeasureZ.-P. Liang, H. Pan, R. L. Magin, N. Ahuja, and T. S. HuangDepartment of Electrical and Computer Engineering, andBeckman Institute for Advanced Science and TechnologyUniversity of Illinois at Urbana-Champaign, Urbana, IL 61801AbstractThis paper presents a robust algorithm for au-tomated registration of images related by rigid-bodytransformations. This algorithm uses a new region-based similarity metric, which enables accurate regis-tration of images of large contrast di�erences. Regionsegmentation required by the metric is accomplishedusing a multiscale segmentation algorithm, and mini-mization of this metric is done using the Powell direc-tion set method. Experimental results are presented todemonstrate that the algorithm is e�ective for align-ing images from single or multiple imaging modalitieswithout the use of any �ducial markers.1 IntroductionImage registration is a fundamental problem in im-age processing. Its primary task is to match twoor more images acquired at di�erent times and/orfrom di�erent imaging modalities. The need for im-age registration arises in various practical problems.In biomedical imaging, for example, it is often neces-sary to align images obtained from computed tomog-raphy (CT), magnetic resonance imaging (MRI) andpositron emission tomography (PET) so that comple-mentary information from these modalities can be uti-lized simultaneously to improve diagnosis and treat-ments. Even with a single imaging modality, imageregistration is often useful for correcting image dis-placements and rotations due to object motion in se-rially acquired images.Over the years, a broad range of techniques havebeen developed to deal with the image registrationproblem for various types of data. For a comprehen-sive review and a taxonomy of the techniques devel-oped before 1993, one is referred to [1, 2]. A recentcomparative study of some of these methods can befound in [3]. Generally speaking, rigid-body registra-tion of images with similar contrast is a solved prob-lem. Many methods, including the Fourier transform-

based method [4] or the voxel-similarity-based method[5] can align images of this type with sub-pixel accu-racy. However, for images with signi�cant contrast dif-ferences, such as those from di�erent imaging modali-ties, the problem has been challenging because of thelack of an e�ective matching criterion. To address thisproblem, new methods for automated registration ofmultimodality images continue to appear [6]. Thispaper describes another such method. A key contri-bution here is a new region similarity metric whichcan e�ectively handle images with large contrast dif-ferences. Details of this technique are provided in thesubsequent section. Sample experimental results areshown in Section 3, which is followed by the conclud-ing remarks.2 The Proposed MethodGiven a pair of images to register, we may desig-nate one of them, say I1(x; y), as the reference imageand the other one, I2(x; y), as the oating image. Thegoal is to �nd a coordinate transformationT such thatTfI2g is maximally \similar" to I1. In this paper, weconsider only the case that T is a rigid-body transfor-mation so that T can be decomposed as a shift Ts anda rotation Tr. In the 2D case, Ts is a function of twoshift parameters �x and �y, and Tr is a function of asingle rotation parameter ��. In the following discus-sion, we will discuss how to �nd the registration pa-rameters using a new region-based similarity measureand the Powell direction set optimization method.2.1 Region Similarity MeasureThe similarity measure is one of the most importantelements in a registration technique. It determineswhat features are being matched in the registrationprocess. A number of similarity measures has beenused in various registration techniques. Some popularones are cross-correlation, sum of squared di�erences,voxel similarity [5], and mutual information [6]. In thispaper we propose a new region-based similarity mea-



sure. Speci�cally, we �rst decompose I1 into a set ofNr;1 \homogeneous" regions denoted as fR1(n);n =1; � � � ; Nr;1g, and I2 into a set of Nr;2 homogeneousregions denoted as fR2(n);n = 1; � � � ; Nr;2g. Here ahomogeneous region is de�ned as a set of connectedpixels over which the image intensity variation is be-low a certain threshold. An algorithm for extractingsuch regions will be discussed in the ensuing subsec-tion. Note that with the proposed registration algo-rithm it is not necessary to assume that Nr;1 = Nr;2or R1(n) = R2(n). This signi�cantly relaxes the bur-den on region segmentation since each image can beprocessed independently.With R1(n) and R2(n) de�ned, we superimposethe region de�nitions of I1 onto I2 and vice versa.Although R1(n) and R2(n) are homogeneous with re-spect to I1 and I2, respectively, the level of homogene-ity of I2 overR1(n) and I1 overR2(n) clearly dependson the relative position of the two images. Let �21;2(n)denote the regional image intensity variance of I2 overR1(n), and �22;1(n) denote the regional image intensityvariance of I1 over R2(n). Then we have�21;2(n) = 1Np;1(n) X(x;y)2R1(n)[I2(x; y)� �I1;2(n)]2;�22;1(n) = 1Np;2(n) X(x;y)2R2(n)[I1(x; y)� �I2;1(n)]2;where Np;1(n) and Np;2(n) are the numbers of pix-els in R1(n) and R2(n), respectively, and �I1;2(n) and�I2;1(n) are the regional average image intensities. Onecan argue that to a �rst approximation, �21;2(n) and�22;1(n) measure the registration error between I1 andI2 usingR1(n) orR2(n) as landmark features. Takinginto account all the regions identi�ed in I1 and I2, wede�ne the registration error Er between I1 and I2 asthe sum of �21;2(n) and �22;1(n) weighted by the sizesof the regions:Er =vuutNr;1Xn=1Np;1(n)�21;2(n) + Nr;2Xn=1Np;2(n)�22;1(n):Clearly, minimizing Er e�ectively forces the homo-geneous regions of I1 to correspond to those of I2 andvice versa. As a result, it becomes easier to predict I1from I2 or I2 from I1. In other words, minimizing Erenhances the cross-correlation or mutual informationbetween I1 and I2. Therefore, in this sense, Er maybe viewed as a region-based mutual information crite-rion in contrast to the pixel-based mutual informationcriterion used in [6]. The e�ectiveness of this metricwill be demonstrated in Section 3.

2.2 Region SegmentationRegion segmentation is a classical image process-ing problem, for which many algorithms have beenproposed [7, 8]. Since the proposed similarity metricdoes not require exact matching of R1(n) and R2(n)to individual anatomical structures, region segmenta-tion here is not as challenging as in other applicationsinvolving structural identi�cation. We choose the re-gion segmentation algorithm proposed in [7] to extractR1(n) andR2(n) from I1 and I2, respectively, becauseof its robustness.A distinct feature of the algorithm as comparedwith other multiscale segmentation algorithms, suchas the one in [8], is the use of a nonlinear transform[7]. This transform maps an image, I(x; y), into afamily of force �elds, F(x; y;�i; �s), de�ned asF(x; y;�i; �s) =Xu6=xXv 6=y d(�I; �i)d(~r; �s) ~rk~rk ;where �i and �s are parameters specifying the inten-sity and spatial scales,�I = I(x; y)� I(u; v);~r = (u� x)~i+ (v � y)~j; andd(x; �) = � 1; jxj � �,0; otherwise.The transform computes at each pixel a vector sumof pairwise a�nities between the pixel and all otherpixels in the image. The resulting vector representsthe direction and magnitude of attraction experiencedby the pixel from the rest of the image. With this force�eld, pixels are grouped together into regions whoseboundaries correspond to diverging force vectors inF and whose skeleton correspond to converging forcevectors in F. Implementation details of this algorithmcan be found in [7].2.3 Minimization of ErMinimization of Er to �nd the registration param-eter vector (�x;�y;��) is an important step of theproposed registration algorithm. For notational sim-plicity, let ~� = (�x;�y;��). We can then explicitlywrite Er as a function of ~� with the understandingthat Er(~�) = Er[I1;T(~�)fI2g]:The optimal registration parameter vector ~�� is givenby ~�� = argmin~� Er(~�):Because Er(~�) is a nonlinear function of ~�, �nding ~��requires the solution of a multivariate nonlinear prob-lem. As in most optimization algorithms, we start



with an initial estimate ~�0 and then improve it itera-tively.To �nd a good initial estimate, we take advantageof the Fourier transform property of a rotated andtranslated signal. Speci�cally, we �rst convert bothI1 and I2 to binary images denoted here as �I1 and �I2.This step is aimed at eliminating the contrast di�er-ence between the two images. As a result, �I2 is roughlya translated and rotated version of �I1. We next eval-uate the Fourier transform of �I1 and �I2 along a circleof radius k0, yieldingS1(�) = Xx Xy �I1(x; y)e�i2�k0(x cos �+y sin �);S2(�) = Xx Xy �I2(x; y)e�i2�k0(x cos �+y sin �):It is easy to show thatS2(�) � S1(� +��0)e�i2�k0(�x0 cos �+�y0 sin �):Based on the above relationship, ��0 can be extractedfrom the magnitude of S1 and S2, whereas �x0 and�y0 can be obtained from the phase term. A more de-tailed discussion on the selection of k0 and estimationof �x0, �y0 and ��0 from S1 and S2 can be foundin [9].Starting from ~�0 = (�x0;�y0;��0), we search forthe global minimum iteratively as~�n+1 = ~�n +�~�n;where �~�n speci�es the search stepsize and directionin the nth iteration. A number of methods can be usedto determine �~�n. For example, with the gradientdescent method,�~�n = ��rEr(~�n�1);where � controls the stepsize, which can be cho-sen using a variety of schemes [10]. We have foundthat Er is often a smooth function, and the gradientsearch method works reasonably well. However, as inother applications, gradient-based optimization meth-ods have a tendency to converge to a local minimum,which may give unacceptable registration results.To avoid this problem we use the Powell direc-tion set method. In its basic form [10], the Powellmethod selects a set of unit vectors ~ex, ~ey, and ~e�,pointing along the x, y, and � directions, respectively,in the parameter space. It then uses a line searchmethod to move along the �rst direction to its min-imum, then from there along the second direction toits minimum, and so on, cycling through all three di-rections as many times as necessary until Er stops

decreasing. Advanced versions of the Powell methoduse di�erent schemes to update the search directions,thereby speeding up the convergence of the algorithm.Detailed discussion of these issues can be found at [10].3 Results and DiscussionThe performance of the proposed registration crite-rion has been evaluated using MR images of di�erentcontrast One example is shown in Fig. 1(a) and (b), inwhich the images were obtained using a T1-weightedspin-echo sequence with TR = 200 ms and 1500 ms, re-spectively. In this study, image (b) is shifted 23 pixelsto the left and rotated 23� degrees relative to image(a). The similarity measure (1=Ea) calculated fromthe two images with di�erent values of �x and �� ispresented in Fig. 1(c). As can be seen, the peak lo-cation accurately predicts the relative position of thetwo images. Note also that the similarity surface issmooth. For this example, both the gradient searchmethod and the Powell direction set method convergedto the global minimum correctly. With the currentversion of the computer code which is not yet opti-mized for computational e�ciency, it took less than15 seconds for the algorithm to converge to the cor-rect results in a SGI (Silicon Graphics, Inc.) Indigoworkstation.The proposed algorithm has also been tested withmultimodality images. An example of MRI to CT reg-istration is presented in Fig. 2. As can be seen, thetwo images used in this example have totally di�er-ent contrast with the CT image being rotated 14:5�.The proposed algorithm was able to accurately deter-mine the rotation angle, as indicated by the similaritymeasure plot in (c). Note that in this example, theoriginal pixel size of the MR image was di�erent fromthat of the CT image, and it was necessary to scalethem before the registration algorithm was applied.It is possible to introduce a scaling parameter to theproposed algorithm so that scaling can be done auto-matically. This capability remains to be developed forthe proposed algorithm.4 ConclusionA new algorithm for automated registration of im-ages related by rigid-body transformations has beendescribed in this paper. This algorithm is based ona new region similarity metric which enables accu-rate alignment of images with large contrast di�er-ences. The algorithm should prove useful for a varietyof problems including bulk motion correction in func-tional brain mapping and registration of both intra-and inter-modality images.
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(c)Figure 1: Brain images to be registered and the corre-sponding similarity measure for di�erent values of �xand ��.
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Figure 2: Registration of the MR image in (a) to theCT image in (b). The similarity measure for di�erentvalues of �� is plotted in (c).


