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Abstract

This paper presents a robust algorithm for au-
tomated registration of images related by rigid-body
transformations. This algorithm uses a new region-
based similarity metric, which enables accurate regis-
tration of images of large contrast differences. Region
segmentation required by the metric is accomplished
using a multiscale segmentation algorithm, and mini-
mization of this metric is done using the Powell direc-
tion set method. FExperimental results are presented to
demonstrate that the algorithm is effective for align-
ing images from single or multiple imaging modalities
without the use of any fiducial markers.

1 Introduction

Image registration is a fundamental problem in im-
age processing. Its primary task is to match two
or more images acquired at different times and/or
from different imaging modalities. The need for im-
age registration arises in various practical problems.
In biomedical imaging, for example, it is often neces-
sary to align images obtained from computed tomog-
raphy (CT), magnetic resonance imaging (MRI) and
positron emission tomography (PET) so that comple-
mentary information from these modalities can be uti-
lized simultaneously to improve diagnosis and treat-
ments. Even with a single imaging modality, image
registration is often useful for correcting image dis-
placements and rotations due to object motion in se-
rially acquired images.

Over the years, a broad range of techniques have
been developed to deal with the image registration
problem for various types of data. For a comprehen-
sive review and a taxonomy of the techniques devel-
oped before 1993, one is referred to [1, 2]. A recent
comparative study of some of these methods can be
found in [3]. Generally speaking, rigid-body registra-
tion of images with similar contrast is a solved prob-
lem. Many methods, including the Fourier transform-

based method [4] or the voxel-similarity-based method
[5] can align images of this type with sub-pixel accu-
racy. However, for images with significant contrast dif-
ferences, such as those from different imaging modali-
ties, the problem has been challenging because of the
lack of an effective matching criterion. To address this
problem, new methods for automated registration of
multimodality images continue to appear [6]. This
paper describes another such method. A key contri-
bution here is a new region similarity metric which
can effectively handle images with large contrast dif-
ferences. Details of this technique are provided in the
subsequent section. Sample experimental results are
shown in Section 3, which is followed by the conclud-
ing remarks.

2 The Proposed Method

Given a pair of images to register, we may desig-
nate one of them, say I (z,y), as the reference image
and the other one, I>(z,y), as the floating image. The
goal is to find a coordinate transformation T such that
T{I,} is maximally “similar” to I. In this paper, we
consider only the case that T is a rigid-body transfor-
mation so that T can be decomposed as a shift T and
a rotation T,. In the 2D case, T is a function of two
shift parameters Az and Ay, and T, is a function of a
single rotation parameter Af. In the following discus-
sion, we will discuss how to find the registration pa-
rameters using a new region-based similarity measure
and the Powell direction set optimization method.
2.1 Region Similarity Measure

The similarity measure is one of the most important
elements in a registration technique. It determines
what features are being matched in the registration
process. A number of similarity measures has been
used in various registration techniques. Some popular
ones are cross-correlation, sum of squared differences,
voxel similarity [5], and mutual information [6]. In this
paper we propose a new region-based similarity mea-



sure. Specifically, we first decompose I; into a set of
N,1 “homogeneous” regions denoted as {Ri(n);n =
1,---,Ny1}, and I into a set of N, homogeneous
regions denoted as {Ra(n);n = 1,---, N, 2}. Here a
homogeneous region is defined as a set of connected
pixels over which the image intensity variation is be-
low a certain threshold. An algorithm for extracting
such regions will be discussed in the ensuing subsec-
tion. Note that with the proposed registration algo-
rithm it is not necessary to assume that N,; = N,
or Ri(n) = Ra(n). This significantly relaxes the bur-
den on region segmentation since each image can be
processed independently.

With Ri(n) and Ra(n) defined, we superimpose
the region definitions of I; onto I, and vice versa.
Although R4 (n) and Rs(n) are homogeneous with re-
spect to I and I, respectively, the level of homogene-
ity of Iy over Rq(n) and I; over Ry (n) clearly depends
on the relative position of the two images. Let o7 ,(n)
denote the regional image intensity variance of I over
Ri(n), and 03 | (n) denote the regional image intensity
variance of I; over Ra(n). Then we have
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where Np1(n) and Npa(n) are the numbers of pix-
els in Ry (n) and R (n), respectively, and I »(n) and
I>1(n) are the regional average image intensities. One
can argue that to a first approximation, o? ,(n) and
03 1(n) measure the registration error between I; and
I, using Rq(n) or Ra(n) as landmark features. Taking
into account all the regions identified in I; and I, we
define the registration error E, between I; and I as
the sum of o ,(n) and o3 | (n) weighted by the sizes
of the regions:

E, = ZNp,l( )oi 5(n +2Np2 n)os (n).

Clearly, minimizing F, effectively forces the homo-
geneous regions of I; to correspond to those of I, and
vice versa. As a result, it becomes easier to predict Iy
from Iy or I from I;. In other words, minimizing E,
enhances the cross-correlation or mutual information
between I and I,. Therefore, in this sense, E, may
be viewed as a region-based mutual information crite-
rion in contrast to the pixel-based mutual information
criterion used in [6]. The effectiveness of this metric
will be demonstrated in Section 3.

2.2 Region Segmentation

Region segmentation is a classical image process-
ing problem, for which many algorithms have been
proposed [7, 8]. Since the proposed similarity metric
does not require exact matching of Rq(n) and Ra(n)
to individual anatomical structures, region segmenta-
tion here is not as challenging as in other applications
involving structural identification. We choose the re-
gion segmentation algorithm proposed in [7] to extract
Ri(n) and Ro(n) from I and I, respectively, because
of its robustness.

A distinct feature of the algorithm as compared
with other multiscale segmentation algorithms, such
as the one in [8], is the use of a nonlinear transform
[7]. This transform maps an image, I(z,y), into a
family of force fields, F(z,y; 0;,05), defined as
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where 0; and o, are parameters specifying the inten-
sity and spatial scales,

Al = I(z,y) — I(u,v),
P = (u—=x)i+(v—y)j, and
(1 <o
d(z,0) = { 0, otherwise.

The transform computes at each pixel a vector sum
of pairwise affinities between the pixel and all other
pixels in the image. The resulting vector represents
the direction and magnitude of attraction experienced
by the pixel from the rest of the image. With this force
field, pixels are grouped together into regions whose
boundaries correspond to diverging force vectors in
F and whose skeleton correspond to converging force
vectors in F. Implementation details of this algorithm
can be found in [7].

2.3 Minimization of F,

Minimization of E, to find the registration param-
eter vector (Az, Ay, Af) is an important step of the
proposed registration algorithm. For notational sim-
plicity, let 5: (Az, Ay, Af). We can then explicitly
write F,. as a function of Ewith the understanding
that . .

E.(§) = E, [, T(§{12}]-
The optimal registration parameter vector f_'* is given
by
& = argminEr(_').
3
Because Er(g) is a nonlinear function of 5 finding 5*
requires the solution of a multivariate nonlinear prob-
lem. As in most optimization algorithms, we start



with an initial estimate f_E) and then improve it itera-
tively.

To find a good initial estimate, we take advantage
of the Fourier transform property of a rotated and
translated signal. Specifically, we first convert both
I, and I, to binary images denoted here as I; and I.
This step is aimed at eliminating the contrast differ-
ence between the two images. As a result, I is roughly
a translated and rotated version of I;. We next eval-
uate the Fourier transform of I; and I along a circle
of radius ky, yielding
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It is easy to show that
52 (9) ~ Sl (9 + Aeo)efiZﬂ'k)U(AIo cos 0+Ayg sin 9).

Based on the above relationship, Afy can be extracted
from the magnitude of S; and S,, whereas Azy and
Ayg can be obtained from the phase term. A more de-
tailed discussion on the selection of kg and estimation
of Az, Ayy and Afy from S; and Sy can be found
in [9].

Starting from f_E) = (Axzg, Ayo, Aby), we search for
the global minimum iteratively as

5n+1 = gn + Agn:

where Afn specifies the search stepsize and direction
in the nth iteration. A number of methods can be used
to determine Agn. For example, with the gradient
descent method,

-
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where A controls the stepsize, which can be cho-
sen using a variety of schemes [10]. We have found
that F, is often a smooth function, and the gradient
search method works reasonably well. However, as in
other applications, gradient-based optimization meth-
ods have a tendency to converge to a local minimum,
which may give unacceptable registration results.

To avoid this problem we use the Powell direc-
tion set method. In its basic form [10], the Powell
method selects a set of unit vectors é,, €,, and €&,
pointing along the z, y, and 6 directions, respectively,
in the parameter space. It then uses a line search
method to move along the first direction to its min-
imum, then from there along the second direction to
its minimum, and so on, cycling through all three di-
rections as many times as necessary until E, stops

decreasing. Advanced versions of the Powell method
use different schemes to update the search directions,
thereby speeding up the convergence of the algorithm.
Detailed discussion of these issues can be found at [10].

3 Results and Discussion

The performance of the proposed registration crite-
rion has been evaluated using MR images of different
contrast One example is shown in Fig. 1(a) and (b), in
which the images were obtained using a T}-weighted
spin-echo sequence with T = 200 ms and 1500 ms, re-
spectively. In this study, image (b) is shifted 23 pixels
to the left and rotated 23° degrees relative to image
(a). The similarity measure (1/E,) calculated from
the two images with different values of Az and A6 is
presented in Fig. 1(c). As can be seen, the peak lo-
cation accurately predicts the relative position of the
two images. Note also that the similarity surface is
smooth. For this example, both the gradient search
method and the Powell direction set method converged
to the global minimum correctly. With the current
version of the computer code which is not yet opti-
mized for computational efficiency, it took less than
15 seconds for the algorithm to converge to the cor-
rect results in a SGI (Silicon Graphics, Inc.) Indigo
workstation.

The proposed algorithm has also been tested with
multimodality images. An example of MRI to CT reg-
istration is presented in Fig. 2. As can be seen, the
two images used in this example have totally differ-
ent contrast with the CT image being rotated 14.5°.
The proposed algorithm was able to accurately deter-
mine the rotation angle, as indicated by the similarity
measure plot in (c). Note that in this example, the
original pixel size of the MR image was different from
that of the CT image, and it was necessary to scale
them before the registration algorithm was applied.
It is possible to introduce a scaling parameter to the
proposed algorithm so that scaling can be done auto-
matically. This capability remains to be developed for
the proposed algorithm.

4 Conclusion

A new algorithm for automated registration of im-
ages related by rigid-body transformations has been
described in this paper. This algorithm is based on
a new region similarity metric which enables accu-
rate alignment of images with large contrast differ-
ences. The algorithm should prove useful for a variety
of problems including bulk motion correction in func-
tional brain mapping and registration of both intra-
and inter-modality images.



References

[1] L. G. Brown, “A survey of image registration
techniques,” ACM Computing Survey, vol. 24,
pp- 325-376, 1992.

[2] P. A. Van den Elsen, E.-J. D. Pol, and M. A.
Viergever, “Medical image matching— A review
with classification,” IEEE EMBS, vol. 12, pp. 26-
39, 1993.

[3] T. D. Zuk and M. S. Atkins, “A comparison of
manual and automatic methods for registering
scans of the head,” IFEE Trans. Med. Imag.,
vol. 15, pp. 732-744, 1996.

[4] B.S. Reddy and B. N. Chatterji, “An FFT-based
Technique for translation, rotation, and scale-
invariant image registration,” IEEE Trans. Image
Processing, vol. 5, pp. 1266-1271, 1996.

[5] D. L. G. Hill, C. Studholme, D. J. Hawkes “Voxel
similarity measures for automated image registra-
tion,” Proc. Third Conf. Visualization in Biomed-
ical Computing, pp. 205-216, 1994.

[6] F. Maes, A. Collignon, G. Marchal and P.
Suetens, “Multimodality image registration by
maximization of mutual information,” IFEE
Trans. Med. Imaging, vol. 16, pp. 187-198, 1997.

[7] M. Tabb and N. Ahuja, “Multiscale image seg-
mentation by integrated edge and region detec-
tion,” IEEE Trans. Image Processing, vol. 6,
pp- 642-654, 1997.

[8] K. L. Vincken, A. S. E. Koster, and M. A.
Viergever, “Probabilistic multiscale image seg-
mentation,” IEEE Trans. Pattern Anal. Machine
Intell., vol. 19, pp. 109-120, 1997.

[9] Z. W. Fu, Y. Wang, et al., “Orbital navigator
echoes for motion measurements in magnetic res-
onance imaging,” Magn. Reson. Med., vol. 34,
pp. 746-753, 1995.

[10] W. H. Press, B. P. Flannery, S. A. Teukolsky,
and W. T. Vetterling, Numerical Recipes in C,
2nd ed., Cambridge Univ. Press, Cambridge, U.
K., 1992.

[11] M. Unser, P. Thevenaz, and L. Yaroslavsky,
“Convolution-based interpolation for fast, high-
quality rotation of images,” IEEE Trans. Image
Processing, vol. 4, No. 10, pp. 1371-1381, 1995.

Similarity (1/E )

(6 =23 x=-23)

Figure 1: Brain images to be registered and the corre-

sponding similarity measure for different values of Az
and Af.
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Figure 2: Registration of the MR image in (a) to the
CT image in (b). The similarity measure for different
values of Af is plotted in (c).



